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' Background

% Mobile cloud rendering: A key technology for immersive 3D experiences
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ll' Conflicting QoE requirement

QoE (Quality of Experience) requirements in mobile cloud rendering

Low Latency VS. High Visual Quality
Motion-to-photon (MTP) Higher video bitrate yields

latency < 150ms clearer frames
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' Cloud rendering system architecture

Cloud Server
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Measuring user QoE preference

% Lower frame latency and higher frame bitrate — longer sessions

> Engagement metric: average session duration

% Observation 1: In motion phases, frame latency has a greater impact on user
engagement than bitrate

> During user interaction, latency sensitivity is 75.7 % higher than in non-motion periods.
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R1: Motion-aware rate control for dynamic user preferences



ll' User motion characteristics

% Observation 2: User interactions exhibit an On-Off pattern

> Motion phases are short: 74 % last only 2—4 frames (= 66-133 ms)
> 70% of non-motion periods are brief pauses of less than 15 frames.
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' Motion frames characteristics
% Observation 3: Motion frames are larger and incur higher latency

> Motion frames +22% in size, P99 send duration +90%
» Because changing content requires more bits to encode
* Latency spikes often occur when users are most sensitive to interaction delays

0.975 / /
0.950
50

100

1.0 - . +__90%- - 1.0

0.9 0.9

L 0.8
()]

0.8
0.950 "
25 50 75

CDF

@)

0.7 —— Motion 0.7
—— Non-motion 0.6 —— Motion

0.6 ~---= Motion (NL) ' —— Non-motion
---- Non-motion (NL)

0.5 0.5

10 20 30 40 50 20 40 60 80 100
Send Duration (ms) Frame size (KB)
(a) CDF of send duration. (b) CDF of frame size

R3: Differentiate bitrate assignment for motion/non-motion frames



ll' Problem and system design

Issues:
> [gnores QoE preference shifts
> |[gnores motion state characteristics

Research goal: Motion aware rate control (MARC)

1JAwareness of user motion (2JFrame-level decision (3]Differentiated bitrate assignment
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]| State predictor

“* User motion predictor

» The start of a user's motion is random

> However, once started, motion tends to be
continuous

“ A Markovian model to predict user motion
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> Infer next-frame motion status from the previous N frames
> The model learns transition probabilities from large-scale data
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MARC’s QoE optimizer ~ Eld
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Frame size-delay cascade ~ e Q
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% Modeling the cascading effects of queueing
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' Experiment: MARC performance validation

Platform: A simulation environment replaying real-world network and user motion

traces from Taobao's production system.
Baselines: WebRTC, SQP, Vidaptive, and models of commercial apps*(GoTo, Duo,
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Online A/B test results

“ An A/B test was conducted on Taobao's platform with over 1 million user

sessions. Q O
©
< Online results (MARC vs. WebRTC) S50 8
N @© T
> Average session stall rate was reduced by 71% T
> User interaction time increased by 20% £ S 2.5
> Average user session duration: increased by 9% 2 g_)) &
< Performance overhead Y00 = m

> Client-side: zero overhead MARC WebRTC

> Server-side: 1.3% computation overhead increase per session.
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' Takeaway

% Discovery: user QoE preference evolves dynamically with user motion

» Users are most sensitive to latency during interaction, which is precisely when existing
systems deliver the worst performance.

% Solution: We proposed MARC, a motion-aware rate control framework.

» MARC dynamically optimizes a QoE objective that balances quality and latency according to
real-time user behavior.

“ Impact: MARC was deployed in a large-scale production environment

> MARC reduced session stalls and improved user engagement, demonstrating its
effectiveness.
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Appendix
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