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Abstract—ABR algorithms dynamically select the bitrate of
chunks based on the network capacity. To estimate the network
capacity, most ABR algorithms use throughput prediction while
recent works start to leverage delivery time prediction. We in
this paper examine all components of the predictor for ABR
algorithms, i.e., input features, mapping function and output
target. We build an automated video streaming measurement
platform, and collect extensive dataset under various network
environments, containing 2500+ video sessions. Through analysis,
we find that most of previous works failed to achieve accurate
prediction due to ignoring how application behavior influences
application throughput, e.g., the strong correlation between
chunk size and throughput. Then we identify underlying factors
affecting this correlation, and consider them as features for more
accurate prediction. Moreover, we show that throughput is a
better target for data-driven predictors than delivery time in
terms of prediction error, due to the long tail distribution of
delivery time. Based on those above, we propose a decision-
tree-based throughput predictor, named Lumos, which acts as
a plug-in for ABR algorithms. Extensive experiments in real-
world Internet demonstrate that Lumos achieves high prediction
accuracy and improves the QoE of ABR algorithms when
integrated into them.

I. INTRODUCTION

HTTP-based video streaming (standardized as DASH [1])
currently accounts for the majority of the Internet traffic [2]. In
DASH systems, each video is encoded into multiple versions
with the same content but different average bitrates (i.e.,
quality). Each version of video is then segmented into chunks
with equal duration (usually 2-10 seconds). Video client runs
adaptive bitrate (ABR) algorithms to select bitrate of each
chunk based on network capacity and client buffer occupancy,
in order to maximize Quality of Experience (QoE), including
maximizing video quality and minimizing rebuffering time and
quality switch.

Most ABR algorithms use throughput prediction to estimate
network capacity [3]–[10]. As an alternative, recent work [11]
advocates to predict delivery time of chunks for better QoE.
Naturally, two key problems about prediction in ABR algo-
rithms emerge:

1) Input features: what factors assist to achieve better
prediction? Take throughput for example, the throughput per-
ceived by application is affected by both network conditions

*Co-first authors

and application behavior [12]–[14]. Traditional throughput
predictors for video streaming, whether history-based [3], [10],
[15] or learning-based [5], consider throughput fluctuation
only as change of network conditions. Recent works [8], [11]
start to consider chunk size into prediction. However, chunk
size could not represent all application behaviors, such as ON-
OFF period [12], [13]. Moreover, none of prior works has
investigated how all possible impacting factors exactly affect
throughput.

2) Output target: which one of throughput and delivery time
is a better target to predict? Since throughput and delivery
time can be converted to each other with chunk size given,
the two indicators are regarded as the same in representing
network capacity. However, while throughput is corresponding
to bitrate selection, delivery time is directly used to calculate
QoE, it is intuitive to regard delivery time as a more effective
indicator for ABR algorithms. There has been no previous
work quantitatively comparing these two indicators.

This paper aims to design a better predictor for ABR
algorithms by tackling these two problems, and achieves the
following contributions:
• We conceptually summarize (§II) and quantitatively verify

(§III) all the impacting factors in predicting throughput and
delivery time. By analyzing an extensive dataset collected in
real-world Internet using our video streaming measurement
platform, we make the following observations. Available
bandwidth of network is different from application through-
put of chunks due to the behavior of video streaming.
Specifically, strong correlation exists between chunk size
and throughput, which most of previous works overlooked,
leading to inaccurate prediction of throughput. In fact, this
correlation is deeply affected by the state of client player,
the chunk index, and the signal strength of the mobile
client platform, all of which should be considered for more
accurate prediction of throughput.

• We found that throughput is a better prediction target than
delivery time in terms of prediction error (§IV-A). By con-
sidering all the considered impacting factors, we construct
two data-driven predictors (decision trees and multiple linear
regression), to predict the two targets. Experimental results
show that predictors for delivery time has relatively larger
prediction error, due to the long tail distribution of delivery
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time.
• We propose Lumos, a decision-tree-based accurate predictor

of throughput (§IV), which could be integrated into ex-
isting ABR algorithms to improve the prediction accuracy
of throughput for better QoE. Three Lumos-assisted ABR
algorithms (RB [3], MPC [4], BBA [16]) are evaluated in
our real-world video streaming platform (§V). Experimental
results indicate that Lumos achieves much better prediction
accuracy and Lumos-assisted ABR algorithms outperform
the original algorithms in QoE. Moreover, MPC+Lumos
improves average QoE by 6.3% over original MPC, and
even 19.2% over Pensieve [17], a state-of-the-art learning-
based ABR algorithm.

II. BACKGROUND AND MOTIVATION

Background: ABR algorithms determine the bitrate of
each video chunk according to the information of network and
client obtained when retrieving previous chunks. Existing ABR
algorithms can be classified into four categories: rate-based
(e.g., [3], [5]), buffer-based (e.g., [16], [18]), mixed (e.g.,
[4]) and learning-based (e.g., [17]). Rate-based approaches
and buffer-based approaches select the bitrate according to
the predicted throughput and the buffer occupancy of the
video player, respectively. Mixed approaches select the bi-
trate according to both throughput and buffer level, which
are also taken as input in learning-based approaches. Note
that rate-based and mixed approaches originally requires ex-
plicit throughput prediction. Besides, even buffer-based and
learning-based approaches tend to rely on throughput pre-
diction when they are deployed in real-world environments,
e.g., the change from BOLA [18] to DYNAMIC [7] and from
Pensieve [17] to ABRL [9]. Under this circumstance, accurate
prediction of throughput (as well as delivery time) is vital to
improve the QoE of video streaming.
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Fig. 1: Factors impacting chunk throughput and delivery time

Fig. 1 shows all factors impacting throughput and thus
delivery time of chunks, as well as their relationships. As
delivery time can be calculated from application throughput
with chunk size given1, the factors impacting throughput nec-
essarily impact delivery time. Therefore, we focus on all the
factors directly impacting application throughput. Application
throughput is determined by both available bandwidth of the

1The application throughput of a chunk is calculated as the chunk size
divided by the delivery time. The delivery time is the duration from the time
when the first byte of the request is made to the time when the last byte of
the response is received [10].

bottleneck link and delivery rate of the application [14]. Avail-
able bandwidth is equal to link capacity minus background
traffic, and link capacity is further determined by physical
property of the link, traffic policing [19] and connection status
between the server and the video player (e.g., ISP, AS [5],
CDN layer [10], connection type and signal strength [20]). As
for delivery rate, which is controlled by cwnd of the server, es-
sentially depends on both available bandwidth and application
behavior. The ON-OFF period is the unique behavior of video
streaming [12], [13], indicating that the player requests for
chunks periodically rather than continuously after the start-
up phase. During the inactivity time of the player (i.e., the
OFF period), no data is transferred between the player and
the server. If the inactivity time exceeds a timeout (200ms
in Linux), the server resets the cwnd to the initial size (e.g.,
10MSS), and returns to the slow-start phase [13], which is
named slow-start restart [17], [21]. Due to the application
behavior and transport mechanism, the request pattern of video
player can be divided into two states [12]: the Buffering-State,
in which cwnd is adjusted continuously in subsequent chunks
and the Steady-State in which slow-start restart occurs when
retrieving each chunk.
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Fig. 2: A case of RobustMPC

Motivation: For both existing ABR algorithms and wildly
deployed video service, a large gap exists between the bitrate
that ABR selects and the available bandwidth [22], [23].
As an example, a real case of a classical ABR algorithm
(RobustMPC [4]) is present to show how inaccurate prediction
of throughput does harm to QoE. Fig. 2a shows that if the real
throughput of one chunk suddenly falls (at the 81st chunk), the
predicted throughput of next chunk by RobustMPC will fall
as well; but when the real throughput of chunks rises in the
future (from the 82nd chunk), the predicted throughput can not
react to the change in time. Although the real throughput is
high enough for the highest bitrate (not shown in the figure),
RobustMPC keeps selecting lower bitrate for 3 consecutive
chunks, resulting in unnecessary video quality reduction and
fluctuation, and thus degenerated QoE.

One will usually attribute throughput plummeting in Fig. 2a
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only to fluctuation of network bandwidth, and believes that
throughput is difficult to predict [16]. This is partly caused by
confusing application throughput with available bandwidth, as
many prior works do [3], [5], [17], [24]. However, as illustrated
in Fig. 1, many factors that influence throughput are ignored
in most exiting prediction schemes. For instance, as shown in
Fig. 2b, it seems that throughput changes in the same trend
as chunk size does, which was also mentioned in prior works
[11], [13]. This indicates that variation of application perceived
throughput may be not dominated by network conditions as
considered before. Although throughput prediction of video
streaming has already been widely investigated [5], [10]–[13],
[15], [22], there still lacks of a deep understanding of this
issue, which motivates our work in this paper.

III. PREDICTION FACTORS

In this section, we investigate the factors by which better
prediction is achieved, to select input features for the predictor.
We first describe our automated video streaming measurement
platform, and the extensive dataset of video streaming col-
lected through this platform in real-world Internet (§III-A).
By analyzing the collected dataset, we identify the impacting
factors that affect the throughput of video chunks, and quanti-
tatively characterize how they assist in throughput prediction
(§III-B). After that, we reveal the correlation between through-
put and chunk size, and the impact of various factors on this
correlation (§III-C).

A. Collecting Dataset

To collect dataset for analysis, we build an automated video
streaming measurement platform following DASH specifica-
tion. The platform consists of the client which runs the video
player, and the server which stores video contents.

Video content: We select Elephant Dream and Big Buck
Bunny, 2 raw videos from [25]. Each of them is around
10 minutes. We use FFmpeg [26] to encode them by the
H.264/MPEG-4 codec at bitrates in [300, 750, 1200, 1850,
2850, 4300] Kbps, which correspond to resolutions [144p,
240p, 360p, 480p, 720p, 1080p] (consistent with [8], [17]).
For the video at each bitrate, we encode it into two versions,
with a 2-second or 4-second chunk duration respectively. Each
version of the video is indexed by a Media Presentation
Description (MPD) file generated by MP4Box [27].

Video client: We use Google Chrome browser running
dash.js as the video player, and develop Python scripts based
on Selenium [28] to automatically control the browser to
imitate the requesting and playing behavior of users. The
scripts run on Windows laptops, which are connected with
APs by WiFi (2.4GHz or 5GHz band), or 4G hotspots by
USB.

Video server: We use Nginx server [29] to host video
contents and dash.js player, which runs in 3 distinct cloud
servers located in 3 cities running Ubuntu 16.04, with varied
downstream bandwidth (5Mbps or 50Mbps). We also deploy
scripts on the server to interact with the client. Note that the
measurement platform is deployed in real-world environment.

Thus, we run tests in the wild Internet, instead of in the
emulator with constant throughput traces.

Methodology: A test contains several sessions. (1) Before
a test starts, we record connection type and signal strength
of the client. Since we only aim to conduct tests rather
than to implement a complete production system, we simply
input the connection type manually into the scripts2. As for
signal strength, RSSI for WiFi is automatically obtained by
pywifi [31] in the scripts, while RSRP and SINR for 4G
are manually fetched from Cellular-Z [32]3. To eliminate the
impact of mobility, we conduct tests with the client staying
still. (2) To obtain data of chunks at all bitrates in one test, we
implement a custom rule in dash.js, which selects a constant
bitrate in the whole video session4. Before each session starts,
the output bitrate in the custom rule will be increased to the
next available level by scripts on the server. Then, the client re-
quests for codes of dash.js player from the server, and starts the
video session. In this way, all the six bitrates can be traversed
in a test with six sessions. (3) During each session, we collect
information from both the player on the client and the TCP/IP
stack on the server. The client records playback information
of each chunk via the custom rule, including chunk size,
buffer level, delivery time, inactivity time, rebuffering time
and application throughput. The server captures information
of TCP connection via tcp probe in Linux kernel, including
cwnd size, ssthresh, smoothed RTT and inflight size. We
conduct extensive tests for each combination at different time
(morning, noon, afternoon or evening), in different locations
(4 cities for the client) and with different access network types
(4G or WiFi), to cover different usage scenarios as many as
possible. In all, we collected data of 2500+ video sessions
(800+ with constant bitrate and 1700+ with ABR algorithms),
containing 300,000+ video chunks.

B. Factors that Impact Throughput Prediction

To figure out how factors listed in Fig. 1 contribute to
throughput prediction of video chunks, we evaluate mutual
information [35], [36] between throughput and these factors.
Since physical property and background traffic of the link can
not be obtained accurately, we use past throughput samples
(e.g., throughput of the last chunk) to roughly estimate their
effects, which are widely used to predict throughput in ABR
algorithms. We use downstream bandwidth of the server to
indicate traffic policing (§III-A). As for connection status,
prior works focus on features of the whole network, e.g.,
information of ISP, AS [5] and CDN [10]. However, these
information can not directly describe the network environment
of the client, but also is hard for the client to obtain, especially
under DASH specification. Hence we select respective factors
of the client side, i.e., connection type and signal strength [20],

2Connection type can be accessed in dash.js through Network Information
API [30]. However, this experimental API is not supported by desktop
browsers when we build this platform.

3In practice, signal strength of WiFi and 4G can be accessed through
specific Android APIs, e.g., [33], [34].

4We also implement several existing ABR algorithms for training and
testing, see §IV-B and §V.
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to characterize connection status (§III-A). For comparison, we
classify signal strength into three categories (strong, middle
and weak), according to RSSI of WiFi and RSRP of 4G.
Besides, we set the inactivity time to 200ms to distinguish the
two states of the player, which are indicated by the relative
index. The relative index of each chunk is increased by chunk
in the Buffering-State; otherwise it stays 0.

The mutual information between throughput and each con-
sidered factor is shown in Fig. 3. Note that mutual information
does not have an upper bound.

0.0 0.2 0.4 0.6 0.8 1.0
Mutual Information

Connection Type
Target Bitrate

Relative chunk index
Signal Strength

Target chunk size
Throughput of last chunk

0.082
0.168
0.180
0.197

0.540
1.008

Fig. 3: Mutual information between throughput and its impact-
ing factors

Observation 1: Throughput of last chunk and target
chunk size are the two most important factors in throughput
prediction.

Previous works which only consider past throughput sam-
ples, e.g., [3], fail to achieve accurate throughput prediction
due to their ignorance of target chunk size. This result distin-
guishes application throughput from available bandwidth since
the former varies with different chunk size. Although other
factors contribute less to predict throughput directly, we argue
that integrating them leads to better prediction accuracy, which
is investigated in next subsection.

C. Correlation between Throughput and Chunk Size

Prior works have reported that application throughput is
related to chunk size [12], [13]. To investigate this relation-
ship, we use maximal information coefficient (MIC) [37] to
calculate the correlation between throughput and chunk size,
and find this correlation affected by client player’s state, bitrate
level, and network condition.

Observation 2: Correlation between throughput and
chunk size is deeply affected by player’s state, relative chunk
index, and signal strength of the client.
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Fig. 4: Correlation of throughput and chunk size varies in
different player’s states

1) Player’s state: To investigate the impact of player’s
state on the correlation, we only focus on data from the best

network conditions, i.e., under strong signal strength with
50Mbps downstream bandwidth, where network capacity is
sufficient for delivery with the highest bitrate. Fig. 4a shows
that the correlation in the Steady-State is higher than that in
the Buffering-State. This is because cwnd in the Steady-State
increases from the initial value independently for each chunk
(§ II), before congestion is triggered, larger chunk size leads
to larger cwnd size, and thus higher throughput.

We further analyze how the correlation is affected by the
relative chunk index in the Buffering-State. Fig. 4b shows that
correlation decreases as relative chunk index increases. This is
caused by subsequent chunks continuously augmenting cwnd
as well as the delivery rate, eventually up to the available
bandwidth before the Buffering-State ends.

2) Bitrate level: Fig. 5a (only Steady-State under strong
network with 50Mbps downstream bandwidth) shows that the
correlation becomes lower as the bitrate increases. The reason
is similar to the above: chunk size of high bitrates is large
enough for cwnd to ramp up to a large size, where the
delivery rate of the server reaches the available bandwidth.
As a consequence, the incoming congestion events prevent
application throughput from increasing with chunk size.

3) Network condition: We conduct tests in different network
conditions to investigate how the correlation is affected by
traffic policing and connection status.
• Downstream bandwidth of the server: We limit the down-

stream bandwidth of the server to 50Mbps and 5Mbps
respectively and show the impact of traffic policing on
the correlation in Fig. 5b (only Steady-State under strong
signal). We find that the correlation under low downstream
bandwidth is much lower than that under high downstream
bandwidth, as delivering a chunk under low downstream
bandwidth will more easily affected by traffic policing (e.g.,
token bucket).

• Wireless signal strength of the client: Fig. 5c presents the
impact of signal strength on the correlation (only Steady-
State with 50Mbps bandwidth). When signal strength gets
weaker, the correlation becomes smaller correspondingly.
To explain this observation, we analyze data collected from
the transport layer by tcp probe, and find that when signal
strength is weak, smoothed RTT tends to be longer for the
larger chunks (especially of the higher bitrates, not shown),
which directly leads to an increase in delivery time, and
further a decline in throughput.
These results all indicate that application throughput is

determined by both available bandwidth affected by network
conditions and delivery rate affected by application behavior.
Previous works conclude that throughput is positively corre-
lated to chunk size, but we argue that this correlation is heavily
affected by the player’s state, video bitrate and network condi-
tions in real world. Thus, when predicting throughput, taking
these factors into consideration will improve the accuracy.

IV. LUMOS: DESIGN AND IMPLEMENTATION

Our observations in §III indicate that by involving specific
information, more accurate prediction of application through-
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Fig. 5: Correlation of throughput and chunk size varies under different factors (with 95% confidence)

put can be achieved. Based on that, we propose Lumos, a
throughput predictor for video chunks in adaptive streaming.
In this section, we introduce the design choice (§IV-A) and
details (§IV-B) of Lumos, and show how Lumos is integrated
into existing ABR algorithms as a plug-in (§IV-C).

A. Design Choice

As a predictor for ABR algorithms, Lumos aims to build
a faithful map between input features and output predictions.
To achieve this goal, two questions in designing Lumos arise:

1) Mapping function: which model is more suitable for
prediction of throughput in video streaming?

State-of-the-art mapping functions are built by data-driven
methods, including three off-the-shelf models: multiple linear
regression (MLR), decision trees and Deep Neural Networks
(DNNs). Although DNNs are qualified for accurately modeling
sophisticated behavior, prior studies show that they are heavy-
weight and short of interpretability [9], [38], [39], and thus
hard to design and deploy. On the contrary, recent works [39],
[40] show the rich expressiveness and high interpretability of
decision trees for sophisticated policies, proving that decision
trees are simple yet powerful enough to fit complex functions
for prediction. For this reason, we develop predictors based
on decision trees, and also MLR for comparison.

2) Output target: Which one of throughput and delivery time
is a better target to predict?

Both throughput and delivery time can represent how soon
the next chunk will be available in the playback buffer. Given
the chunk size, each of the two targets can be calculated di-
rectly from the other. Most previous works (e.g., FESTIVE [3])
utilize predicted throughput to select bitrate, while recent ones
(e.g., Fugu [11]) advocate that delivery time is a better choice.

To investigate these two questions, we develop different
predictors based on decision trees and MLR for each pre-
diction target separately, and evaluate their performance on
prediction. These predictors are developed mainly following
the methodology described in §IV-B5, only without the two
improvements of Lumos.

Prediction Metrics: For both of throughput and delivery
time, the more accurately they can be predicted, the more
precisely ABR algorithm could select bitrate for better QoE
[5], [11], [41]. Thus, we use prediction accuracy to evaluate
the performance of the two targets. Following [5], [10], we

5For delivery time predictors, the feature throughput of the last chunk is
replaced by delivery time of the last chunk.

select Absolute Normalized Prediction Error Err (prediction
error for short) as the metric, defined as Eq. 1.

Err(DTime) =
1

N

N∑
k=1

|D̂T k −DTk|
DTk

, (1)

where D̂T k and DTk denote the predicted value and the real
value of delivery time of chunk k respectively, and N denotes
the number of chunks in a session. The predicted throughput
is converted to delivery time for comparison with the directly
predicted delivery time.

Tree-DTime MLR-DTime Tree-Thput MLR-Thput
0.00
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Fig. 6: Prediction error of the four considered predictors

Fig. 6 shows that decision trees (Tree for short) perform
better than MLR does in prediction. More importantly, for
both the two types of models, compared with delivery time
prediction, throughput prediction has lower prediction error
(34.7%∼50.7% reduction). Thus, we have the following ob-
servation.

Observation 3: Throughput prediction achieves better
accuracy than delivery time prediction does.

The first question is why prediction error of throughput
predictors is lower. Prediction error is a metric to measure
how much the target is overestimated or underestimated.
For both delivery time and throughput, the prediction error
of underestimation is no more than 100%, while that of
overestimation could exceed 100%. Thus, overestimation is
the key factor in increasing prediction error. Fig. 7 shows
the distribution of prediction error of each video chunk (not
session). Delivery time predictors perceive prediction error of
over 100% for more chunks (6.6%∼12.4%) than throughput
predictors (1.7%∼3.0%). This result indicates that delivery
time predictors overestimate delivery time more seriously than
throughput predictors do, leading to higher prediction error.

The second question is why delivery time predictors tend
to overestimate. We infer that the root cause is the long-tailed
distribution of delivery time. As shown in Fig. 8, delivery time
is more long-tailed, with 0.8% of chunks lying in the 95% tail
of time interval (from 10s to 208s). This phenomenon is known
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as a character of the wild Internet, which is also mentioned in
prior work [11]. For both regression decision trees and MLR,
the models are determined by distribution of data. Delivery
time predictors learn higher values due to the long tail of
distribution of delivery time, and thus overestimate the real
values, as shown in Fig. 9. Contrastingly, the distribution
of throughput is more ”uniform”. As a result, throughput
predictors are able to faithfully learn the characters of most
data, avoiding being affected by outliers. Although we may
improve delivery time predictors by filtering outliers offline,
our goal is to design a faithful predictor performs well in
real world, where the distribution of all data is unknown in
advance. In this way, predicting throughput is a better choice.

B. Lumos Mechanism

In this subsection, we describe how to design, train and
implement Lumos.

1) Design: Training decision trees is a supervised learning
process. Since the values of throughput are continuous, we
use regression trees. We select the input features for models
following the observations in §III. Since information of some
features can not be directly accessed by the client (e.g., down-
stream bandwidth of the server), we use other forms of features
to approximate them. These features are divided into three
categories as follows.

• Network condition: including (1) maximum of throughput
of past t chunks to estimate limited bandwidth [14], (2)
maximum of delivery time of past t chunks, (3) connection
type (WiFi or 4G) of the client, and (4) throughput of the
last chunk;

• Player’s state: including (5) relative index of the last chunk,
which indicates player’s state by 0 for the Steady-State and
others for the Buffering-State;

• Chunk information: including (6) bitrate and (7) size of last
chunk, and (8) bitrate and (9) size of the target chunk.

We find that in real-world environment, it is hard for a single
decision tree to fit throughput of all chunks due to its wide
range of distribution (2.0Kbps∼84.7Mbps in our dataset). For
this reason, we develop Lumos with two extra improvements
as follows.
• Separate predictor for each network environment: As shown

in Fig. 10, we divide network environment into three cat-
egories according to signal strength of the client (§III-B),
and train a specific model for each type of network respec-
tively. Note that we are not saying this classification is the
best choice, but handling with distinct network conditions
separately helps the model achieve better performance [8].

• Logarithm value of throughput as labels: Since the through-
put values lie in a wide range across 5 orders of magnitude,
we use the logarithm value of throughput as label instead
of original value.

0 20 40 60 80
Application Throughput (Mbps) of Chunk
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Fig. 10: Throughput under different signal strength
2) Training and Implementation: We train decision tress by

Classification and Regression Tree (CART) [42]. CART uses
mean squared error (MSE) as loss function for regression tress,
and generates trees by minimizing MSE between predicted
values and real values. We apply both prepruning and cost
complexity pruning [42] to prune trees from overfitting. To
identify optimal pruning parameters, we adopt exhaustive grid
search and K-fold cross validation to select best model. We use
sklearn [43] to implement decision trees of Lumos, and dump
parameters of trained models in JavaScript so that Lumos
models can be loaded in dash.js. Video dataset is same to that
deployed on our measurement platform §III-A. We select data
from 700+ video sessions (running ABR algorithms, not se-
lecting constant bitrate) collected in real world, which contain
69,000+ chunks, to train and test Lumos. 70% of all sessions
are used as training set. Since imbalanced dataset harms
the performance of decision trees [39], we balance the data
of various combinations of network conditions (downstream
bandwidth and connection type); i.e., for each class of signal
strength, the count of chunks under 50Mbps-4G, 5Mbps-4G,
50Mbps-WiFi and 5Mbps-WiFi is roughly equivalent.

C. Lumos as A Plug-in of ABR algorithms
As a throughput predictor of video chunks in adaptive

streaming, Lumos can be integrated into any ABR algorithm
which uses throughput prediction. We use three classic ABR
algorithms as examples to illustrate how Lumos is applied to
existing schemes.
(1) Rate-Based (RB) [3], which selects the highest bitrate be-

low the predicted throughput by harmonic mean (HM) of
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TABLE I: Variables and their meanings in ABR

Category Variable Meaning

Common

Rk bitrate of the k-th chunk
m the number of bitrates each video slice has

Rk|rj select bitrate rj for the k-th chunk
Tk throughput of the k-th chunk

T̂k|rj prediction value of Tk at bitrate rj
dk(rj) size of the k-th chunk at bitrate rj

L duration of a video chunk

Bk
buffer occupancy when
requesting the k-th chunk

MPC
µ

coefficient of rebuffering time
in QoE of MPC

λ
coefficient of smoothness in QoE
of MPC

n number of chunks to be predicted

BBA Blower
the lower bound of playing buffer,
also named reservoir

throughput samples for past chunks. We integrate Lumos
with RB by replacing the HM predictor with Lumos. As
the bitrate of video chunks (chunk size divided by chunk
duration) encoded with H.264/MPEG-4 fluctuate widely
around the average bitrate [8], RB+Lumos selects the
chunk according to its real bitrate instead of the average
bitrate to make more reasonable decisions, as shown in
Eq. 2. Denotations of variables are listed in Tab. I.

Rk = max
1≤j≤m

{rj , dk(rj)/T̂k|rj ≤ L} (2)

(2) MPC [4], which uses both buffer level and predicted
throughput (by HM predictor, the same as RB) to select
the bitrate which maximizes estimated QoE of a series of
subsequent chunks. We design MPC+Lumos by replacing
the HM predictor in MPC with Lumos to predict the
throughput for each of future chunks, shown in Eq. 36. As
Lumos requires past throughput as features, for the future
chunks except the first one, Lumos takes the predicted
throughput of the prior chunk as input.

Rk = argmax
rj ,1≤j≤m

k+n−1∑
l=k

ˆQoE(Rl|rj ) (3)

ˆQoE(Rl|rj ) = Rl|rj −max(µ(
dl(Rl|rj )

T̂l|rj
−Bl), 0)

− λ|Rl|rj −Rl−1|, k ≤ l ≤ k + n− 1

(4)

(3) Buffer-Based Approach (BBA) [16], which builds a linear
mapping function between the level of playing buffer and
target bitrate, and sets both lower and upper bounds of
the buffer to select bitrate. When buffer level is below
the lower bound or above the upper bound, BBA selects
lowest bitrate or highest bitrate, respectively. When the
buffer level is between the lower bound and the upper
bound, it selects the bitrate simply according to that
how much current buffer level exceeds the lower bound.
Although BBA makes decisions without prediction, we
argue that accurate prediction assists BBA to achieve

6In Eq. 4, |Rk −Rk−1| is equal to 0 when k = 1.

better QoE. We integrate Lumos with BBA by replacing
linear mapping function with the prediction result of Lu-
mos. BBA+Lumos retains the lower bound and redesigns
the bitrate selection function by predicted delivery time
(chunk size divided by the predicted throughput). For
each bitrate of next chunk, BBA+Lumos sets a threshold
for it, which is the lower bound plus the difference
between predicted delivery time of it and that of the
lowest bitrate. BBA+Lumos selects the bitrate only when
the buffer level exceeds the corresponding threshold, as
illustrated in Eq. 5.

Rk = max
1≤j≤m

{rj , Blower +
dk(rj)

T̂k|rj
− dk(r1)

T̂k|r1
≤ Bk} (5)

V. EVALUATION

We implement the three ABR algorithms above (§IV-C)
with their Lumos-assisted versions, as well as other two
schemes (RobustMPC [4] and Pensieve [17]) in dash.js, and
deploy them on our measurement platform (§III-A). We eval-
uate all the above algorithms in real-world Internet. Extensive
sets of tests with about 300 sessions are carried out to
cover various network environments, including 3 variables:
downstream bandwidth of the server (50 Mbps or 5Mbps),
connection types (WiFi or 4G) and signal strength (strong,
middle and weak) of the mobile client. Sessions are balanced
under different network conditions, as in training Lumos
(§IV-B).
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Fig. 11: Prediction performance of various methods

A. The Prediction Accuracy of Lumos

Firstly, we evaluate the accuracy that Lumos predicts the
throughput of video chunks. We choose three widely used
methods as baseline for comparison: MLR (multiple linear
regression, trained in the same way as Lumos), HM (harmonic
mean of past 5 samples) and Robust-HM (harmonic mean
of past 5 samples with error rate normalization, used in
RobustMPC [4]). We use both prediction error and mean
squared error (MSE) to evaluate the accuracy for predicting
throughput.

Fig. 11 shows the prediction accuracy of various methods.
We can see that in terms of both metrics, Lumos achieves best
performance for throughput prediction. Specifically, Lumos re-
duces two types of error by 16.8%∼38.7% and 49.6%∼72.8%
compared to other methods. It is notable that under strong
network connected with WiFi, Lumos achieves a remarkably
low prediction error with around only 7.4% in average, and
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improves 57.7%∼74.0% and 78.5%∼90.5% in terms of two
types of error than other methods. Even under weak net-
work, Lumos still improves accuracy by 9.1%∼28.9% and
17.8%∼61.7% over the two metrics. These all demonstrate
that Lumos learns well about the correlation between through-
put and the considered factors.

Compared with HM which is widely used in existing
ABRs, Lumos achieves much better prediction accuracy. The
advantage of Lumos over HM are as follows.
• Awareness of network conditions and player’s state. When

there is no enough past data, e.g., in the start-up phase
of a session, it is hard for predictors to make accurate
prediction [5]. For strong network connected with WiFi
(Fig. 12a as an example), due to lack of past data, HM
obtains 95% prediction error in average for the first 5 chunks
(5 is the number of chunks HM needs for prediction) of
sessions. As for Lumos, by involving network conditions
and player’s state, it reduces the average prediction error to
only 16% for the first 5 chunks in the same situation.

• Consideration of the fluctuation of chunk sizes. HM assumes
that throughput fluctuation is determined by variation of
available bandwidth. However, our analysis and observations
indicate that when the available bandwidth is adequate, the
perceived throughput is strongly affected by the chunk size.
Fig. 12b gives a case in the Steady-State under strong
network, and shows that Lumos clearly knows that how
chunk size fluctuation affect throughput.

• Quick reaction to bandwidth fluctuation. Under weak net-
work, we find that throughput is always unstable with
frequent fluctuation, which makes it almost unpredictable.
In such scenario, Lumos exceeds HM by quick reaction to
fluctuation, as illustrated in Fig. 12c. From the 69th chunk,
throughput suddenly decreased from 6.7Mbps to 3.9Mbps,
and remained declining for the next two chunks. Since HM
is insensitive to outliers [3], it is supposed to lower the
predicted values, but increased them instead for continuous
3 chunks, which may introduce rebuffering. Contrastingly,
Lumos instantly perceives the dynamics of throughput, and
makes more accurate prediction accordingly.

B. The QoE of Lumos-assisted MPC

We now present how accurate throughput prediction con-
tributes to the improvement of QoE for MPC. Based on
throughput prediction, MPC models the evolution of QoE of
future chunks as precisely as possible. In theory, the more
accurately throughput is predicted, the better performance
MPC will achieve [4]. We replace the HM in MPC by Lumos
and have a new ABR algorithm, MPC+Lumos.

QoE metrics. To evaluate the QoE of the three ABR
algorithms, we use the metrics in MPC [4], defined as:

QoE =

N∑
k=1

Rk − µ

N∑
k=1

max((
dk(Rk)

Tk
−Bk), 0)

− λ

N−1∑
k=1

|Rk+1 −Rk| ,

(6)

where N is the number of chunks in the session, Rk is bitrate
that client selects for chunk k, the second item represents the
rebuffering time during delivering chunk k, and the last item
represents smoothness on bitrate switch between chunks. In
the equation, µ and λ are non-negative weighting parameters,
which are respectively set to 4.3 and 1.0, following recent
works [17], [24], [38].

QoE performance. Fig. 13 shows the QoE of MPC,
RobustMPC and MPC+Lumos. Combining the results in
Fig. 13a and 13b, MPC+Lumos always selects higher bitrate
with acceptable rebuffering time than the other two schemes.
Overall, Lumos improves average QoE by 6.3% over MPC
and 8.7% over RobustMPC. We find that although Lumos
provides much more better accuracy than Robust-HM does
(§V-A), rebuffering time of MPC+Lumos is more than that of
RobustMPC. This is because RobustMPC is designed to avoid
rebuffering by predicting lower throughput, which however
sacrifices video bitrate (9% lower than MPC+Lumos) as well
as total QoE. Moreover, compared with MPC, MPC+Lumos
makes more aggressive decisions (3.4% increase in bitrate),
while having 52% reduction in rebuffering time. These results
confirm the benefits of the accurate prediction by Lumos.

C. MPC+Lumos vs. Pensieve

Pensieve [17] is one of state-of-the-art learning-based ABR
algorithms, which utilizes deep reinforcement learning to
learn the policy optimizing the overall QoE. To compare
Lumos-assisted ABR algorithms with Pensieve, we select
MPC+Lumos as it achieves better QoE than others. As the per-
formance of Pensieve relies heavily on the similarity between
the environment where it is trained and that where it is tested,
we use the source code provided by the authors [44] and retrain
Pensieve with our video dataset and network traces (which are
also used to train Lumos) collected in the wild, following [11],
[24]. We convert Pensieve’s model into JavaScript, and deploy
the model in dash.js by TensorFlow.js [45].

Fig. 13 shows the QoE metrics of MPC+Lumos and Pen-
sieve. Compared with Pensieve, MPC+Lumos achieves re-
markable improvement in QoE, which outperforms Pensieve
on 93% of all the sessions, with an increase on QoE of 19.2%
in average. As for underlying QoE metrics, MPC+Lumos
improves the average bitrate by 8.9%, and reduces the average
rebuffering time and smoothness by 44.2% and 66.1% respec-
tively. The reasons that MPC+Lumos outperforms Pensieve in
real-world network are summarized as follows.
• Limited ability of generalization. Throughput of chunks

varies greatly in real world, with the maximum and min-
imum values differing by 5 orders of magnitude in our
dataset (§IV-B). It poses a huge challenge for Pensieve
model to predict accurately. Although we have already
retrained Pensieve, Pensieve still appears to be not powerful
enough to specialize to all scenarios as reported in [24].

• Difference between simulator and real world. The simu-
lator used to train Pensieve model is designed with the
precondition of disabling slow-start restart [17]. While in
the real world, most Linux servers enable slow-start restart
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Fig. 12: Cases of Lumos outperforming HM in throughput prediction
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by default, which Pensieve is blind to. Moreover, Pensieve’s
simulator works with constant network traces, in which the
bitrate selection has no impact on the throughput of next
chunk, which is far from the real-world cases according to
our observations in §III.

D. Lumos with Other ABR algorithms

Finally, we evaluate the QoE performance of RB+Lumos
and BBA+Lumos, both of which are run in real-world network.
As RB and BBA are not designed to consider smoothness,
we only focus on the average bitrate and rebuffering time
of RB+Lumos and BBA+Lumos. The results of the four
considered schemes are given in Fig. 14. It turns out that with
Lumos assisted, both RB and BBA can obtain better QoE.

With accurate prediction by Lumos, RB+Lumos improves
bitrate by 3.3% and reduces rebuffering time by 86.3%, com-
pared with RB. Besides, although BBA is quite effective in the
real world [11], BBA+Lumos still outperforms BBA on both
bitrate (1.4% increase) and rebuffering time (37.5% reduction),
demonstrating the advantages brought by integrating accurate
prediction of throughput in ABR algorithms.

VI. RELATED WORK

There is a large amount of existing works on ABR algo-
rithms for video steaming [3], [4], [6]–[9], [11], [16]–[18],
[24], [38], [46]. Most of them rely on predicting throughput or
delivery time explicitly or implicitly, while only a few studies
focus on this issue [5], [10]–[13].

Among them, [12] and [13] indicate that it is difficult to
predict throughput as background traffic exists, but they do
not investigate how to achieve better prediction. Both CS2P [5]
and MPC-CDN [10] propose predictors based on observations
in real world. However, they only focus on factors about
connection status, and believe that throughput fluctuation is all

brought by change of network conditions. Fugu [11] is the first
work to consider chunk size in predicting delivery time, which
also utilizes statistic information of the transport layer as the
indicator of network conditions. Nevertheless, chunk size only
represents the amount of delivered data of the application, how
the application behaves during delivery also matters.

Different from the above, our work considers both appli-
cation behavior and network conditions in prediction, brings
insight that predicting throughput is better than predicting
delivery time in terms of prediction error, and proposes a
throughput predictor which could be integrated into ABR
algorithms and performs well in the wild Internet.

VII. CONCLUSION

In this work, we built a real-world measurement platform
for video streaming and collected dataset containing 2500+
sessions in the wild Internet. We conceptually distinguished
application throughput and available bandwidth, identified the
important factors that affect perceived throughput, and found
that throughput is a better prediction target than delivery
time for ABR algorithms. Further, we developed a throughput
predictor for ABR algorithms named Lumos, which assists
existing ABR algorithms to achieve better QoE, by offering
accurate predictions.
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