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Abstract
Increasing bandwidth demands of mobile video streaming
pose a challenge in optimizing the Quality of Experience
(QoE) for better user engagement. Multipath transmission
promises to extend network capacity by utilizing multiple
wireless links simultaneously. Previous studies mainly tune
the packet scheduler in multipath transmission, expecting
higher QoE by accelerating transmission. However, since
Adaptive BitRate (ABR) algorithms overlook the impact of
multipath scheduling on throughput prediction, multipath
adaptive streaming can even experience lower QoE than
single-path. This paper proposes Chorus, a cross-layer frame-
work that coordinates multipath scheduling with adaptive
streaming to optimize QoE jointly. Chorus establishes two-
way feedback control loops between the server and the client.
Furthermore, Chorus introduces Coarse-grained Decisions,
which assist appropriate bitrate selection by considering
the scheduling decision in throughput prediction, and Fine-
grained Corrections, which meet the predicted throughput
by QoE-oriented multipath scheduling. Extensive emulation
and real-world mobile Internet evaluations show that Chorus
outperforms the state-of-the-art MPQUIC scheduler, improv-
ing average QoE by 23.5% and 65.7%, respectively.
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1 Introduction
Recent years have witnessed the popular trend of HTTP-
based mobile video applications [71], from traditional video-
on-demand (VoD) [35, 52, 95] and live video [38, 45, 78]
to 360° panoramic video [18, 62, 84] and volumetric video
[47, 81] that are applied in Augmented/Virtual/Mixed Real-
ity (AR/VR/MR). To adapt the video quality to fluctuating
bandwidth, HTTP-based adaptive streaming (HAS) is widely
deployed in commercial video services [6, 7, 53]. HAS en-
codes video content into multiple quality (bitrate) represen-
tations, each divided into chunks of equal playback duration
(usually 2-5 seconds). Adaptive BitRate (ABR) algorithms in
the client player, which dynamically select the bitrate for
each chunk based on throughput prediction, play a crucial
role in optimizing the Quality of Experience (QoE), including
maximizing video bitrate and minimizing rebuffering time.

The rapid increase in bandwidth requirements (tens [4, 68,
71, 84] to hundreds [29] of Mbps) of emerging video applica-
tions poses significant challenges to maintaining consistent
high-quality delivery in mobile networks. As a promising
solution, multipath transmission [25, 48] extends network
capacity by aggregating the bandwidth of different wireless
links (e.g., WiFi and 5G). Packet scheduler, the core compo-
nent in multipath transmission, determines when, how, and
in what order to assign packets to all subflows (referred to
as "paths" in this paper), to optimize transport performance,
i.e., higher throughput or shorter transmission time.

While multipath transmission is expected to provide per-
formance no worse than the best single-path [65], our com-
prehensive evaluations in emulated and real-world mobile
adaptive streaming (§5.2 and §5.5) show that even with
higher chunk throughput, the ABR algorithm can still no-
tably experience much lower QoE on multiple paths than
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on a single path, especially in highly dynamic networks.
This QoE degradation is attributed to frequent severe re-
buffering events in multipath adaptive streaming, primarily
due to incorrect bitrate selection rather than deficient trans-
port performance. The root cause of this issue is that ABR
algorithms overlook the impact of multipath scheduling on
perceived throughput, resulting in inaccurate throughput pre-
dictions. Previous studies havewidely reported the significant
impact of multipath scheduling on application throughput
[30, 43, 46, 70]. Yet, since scheduling typically operates after
the bitrate selection for each video chunk, it is overlooked
by ABR algorithms. Consequently, multipath scheduling in-
troduces additional uncertainty into ABR throughput predic-
tions, leading to incorrect bitrate decisions and ultimately
catastrophic QoE degradation [57, 96].
To address this issue, our key idea is to coordinate multi-

path scheduling and ABR algorithms to optimize QoE jointly.
This coordination aims to meet two necessary conditions
for improving QoE in mobile adaptive streaming: (i) ensur-
ing appropriate bitrate selection and (ii) providing transport
performance that satisfies QoE requirements. While the idea
may appear straightforward in principle, its practical imple-
mentation presents the following unique challenges.

(i) How can coordination between the server transport layer
and the client application be achieved? The multipath packet
scheduler and the ABR algorithm reside in distinct network
protocol layers and endpoints. The former operates within
the server protocol stack, whereas the latter is situated in
the client video player. Although cross-layer coordination
on a single side has been achieved in previous work [99],
practically coordinating both protocol layers and endpoints
remains challenging.

(ii) How can multipath scheduling enhance throughput pre-
diction for ABR algorithms? Numerous studies on single-path
adaptive streaming have emphasized that chunk throughput
prediction is vital in ABR algorithms for QoE optimization
[50, 56, 79, 89, 90, 95, 100]. However, according to our analy-
sis, multipath scheduling complicates throughput prediction
of ABR algorithms, leading to potential QoE degradation. A
significant challenge arises because most multipath sched-
ulers operate during each chunk’s transmission. This pre-
vents ABR algorithms from foreseeing scheduling decisions
and incorporating them into throughput predictions. Regret-
tably, little effort has been directed to improve multipath
throughput prediction in mobile adaptive streaming.

(iii) How can multipath scheduling satisfy the QoE require-
ments while minimizing costs? Multipath scheduling endeav-
ors to strike a balance between transport performance and
costs [30, 42, 98]. For instance, previous studies carefully con-
trol reinjection in multipath transmission (§2.1). However,
without explicit awareness of QoE requirements, achieving
this balance is difficult in multipath adaptive streaming. One

underlying question is: To what extent of transport perfor-
mance should be provided by multipath scheduling to avoid
QoE degradation? If there is no clear guidance, even if the
ABR algorithm accurately predicts throughput, multipath
scheduling may struggle to meet the expected transport per-
formance within cost limitations.
(iv) How can the coordination design be compatible with

standard architectures with minimal effort? Both multipath
transmission and mobile adaptive streaming have been al-
ready applied in large-scale production [6, 7, 10, 53, 98]. For
massive deployment, it is important to ensure that this co-
ordination design can be easily integrated into real-world
systems. On the one hand, multipath scheduling should be
able to interact with existing web servers with minimal mod-
ifications. On the other hand, the design should be accessi-
ble for application providers to adopt, without introducing
prohibitive overhead, especially given the constrained com-
putational capacity of mobile devices.
In this paper, we propose Chorus, a cross-layer frame-

work that coordinates multipath scheduling with mobile
adaptive streaming to optimize QoE jointly. Chorus intro-
duces a novel design namedCoarse-grainedDecisions and
Fine-grained Corrections (CD&FC) (§3) to ensure appro-
priate bitrate selection and provide expected-time-oriented
transport performance. The CD phase (§3.3) achieves better
multipath chunk throughput prediction by predetermining
chunk-level packet scheduling decisions, and the FC phase
(§3.4) meets the predicted throughput while balancing trans-
port efficacy and cost considerations. To accomplish this,
Chorus incorporates two-way feedback control loops be-
tween the server transport layer and the client application.
We have implemented Chorus using a user-space QUIC

library [2] and integrated Chorus into a real-world mobile
video systemwith minimal modifications (§4), encompassing
both the web server [73] and the mobile video player [16].
Extensive evaluations in both emulated and wild mobile

networks confirm the consistent superiority of Chorus in op-
timizing QoE, attributed to its better multipath throughput
prediction and adequate transport performance with mini-
mal costs (§5). In real-world scenarios, Chorus improves the
average overall QoE by 65.7%∼114.4% over XLINK, a state-
of-the-art QoE-driven multipath scheduler for short videos,
and single path QUIC. Furthermore, Chorus relies on only
a few assumptions and computational resources, making it
robust and practical to deploy in mobile video applications.

In summary, this paper makes the following contributions:
(i) Reporting the performance issue arising from adaptive
streaming uncoordinated with multipath transmission; re-
vealing the root cause and the fundamental solution (§2). (ii)
Designing Chorus, a close-loop coordination framework that
ensures effective bitrate control for mobile adaptive stream-
ing (§3). (iii) Implementing Chorus based on multipath QUIC
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and integrating it into a real-world mobile video system
(§4). (iv) Thoroughly evaluating Chorus in mobile networks,
confirming its consistently high performance (§5).

2 Background and Motivation
2.1 Background
ABR algorithms in video streaming. ABR algorithms are
vital for the application layer to optimize QoE in mobile
adaptive streaming [1, 35, 37, 52, 77, 89, 90, 95]. The simplest
ABR algorithm (rate-based) selects a bitrate no greater than
the predicted throughput [37]. State-of-the-art ABR algo-
rithms, on the other hand, take both buffer occupancy and
throughput predictions as input. They predict the perceived
QoE of each decision using control-theory [76, 90, 95] or
deep-learning [33, 51, 52] methods and select bitrates that
maximize the overall session’s predicted QoE. To achieve this,
ABR algorithms must resolve the conflict between achieving
high bitrate, low rebuffering time, and few bitrate switches.
Multipath transport mechanism. As the most widely

used multipath technique of the transport layer, Multipath
TCP (MPTCP) [25] is supported by commercial mobile de-
vices, such as iOS [10] and Android [9] smartphones. How-
ever, MPTCP requires OS-level support, which presents chal-
lenges formobile application providers to conduct customized
optimization. As an alternative, Multipath QUIC (MPQUIC)
[19, 48, 83, 98] takes advantage of the user-space property
of QUIC transport protocol [36, 41], and thus can be easily
modified and integrated into mobile applications.
The packet scheduler is the core component in multi-

path transmission that aims to optimize transport perfor-
mance by determining when, how, and in what order to
assign each packet to each path, usually at the RTT level.
Both MPTCP and MPQUIC use MinRTT [66] as their de-
fault scheduler, which selects a path with the smallest RTT
and available congestion window (CWND) to send pack-
ets each time. However, numerous studies have shown that
MinRTT performs poorly on highly heterogeneous paths
because it assigns excessive packets to slow paths (e.g., with
higher RTT) and thus underutilizes fast paths. Previous
works have proposed two ways to address this issue. (i)
Reinjection [26, 30, 42, 66, 98]: By retransmitting packets of
slow paths on fast paths, the scheduler can ensure multipath
transport performance no worse than the best single path at
the cost of redundancy. (ii) Out-of-order sending for in-order
arrival [23, 30, 40, 46, 70, 72, 74, 87, 91]: By assigning more
packets (depending on the prediction) to fast paths than their
CWNDs, the scheduler can utilize the aggregated bandwidth
of all paths, but this comes at the risk of prediction error.
2.2 Ineffective Multipath Adaptive Streaming
Multipath transmission seeks to optimize transport perfor-
mance, i.e. higher throughput or shorter completion time,

through packet scheduling [30, 46, 74, 98]. However, enhanc-
ing multipath scheduling independently does not necessar-
ily induce QoE improvements for adaptive video streaming,
which has its own control module (i.e., ABR algorithms) and
optimization target (i.e., QoE metrics).

In our extensive testing on both emulated (§5.2) and real-
world (§5.5) mobile networks, we evaluated multipath adap-
tive streaming using XLINK [98], a state-of-the-art packet
scheduler. Notably, our results revealed that XLINK-based
adaptive streaming underperforms compared to the best
single-path (SP) in scenarios with highly fluctuating band-
widths. It showed an 11.7% lower bitrate and a 6.2% increase
in rebuffering time on average, as depicted in Fig. 1a.
Higher throughput while lower QoE. The counter-

intuitive results of multipath adaptive streaming can be ex-
plained by a case study. The test contains two paths over a
60-second span (24s-84s): Path one (the primary path) has
bandwidths of 0.5-13.1 Mbps (avg. 10 Mbps, std. dev. 2 Mbps),
and Path two ranges from 0-77.7 Mbps (avg. 10.4 Mbps, std.
dev. 14.2 Mbps), as shown in Fig. 1b. This type of highly dy-
namic bandwidth is common in mobile networks, e.g., caused
by handovers that occur betweenWiFi access points or cellu-
lar base stations. MPC [95] is used as the ABR algorithm and
runs over SP and MinRTT+RI. MinRTT+RI allows unlimited
packet reinjection (RI) when CWND is available, seen as the
upper-bound performance for XLINK and MinRTT [98]. Fig.
1c and Fig. 1d show that MinRTT+RI indeed improves trans-
port performance, achieving 17.5% higher average chunk
throughput than SP over the 60 seconds. However, this im-
provement brings a 4.4% increase in total bitrates, but also a
4.7x increase in total rebuffing time, eventually resulting in
a 20.6% decrease in total QoE (Eq. 11).
Inaccurate multipath throughput prediction. Upon

deeper analysis, we have identified that the reason account-
ing for these results ismultipath-based ABR algorithm is more
likely to make incorrect decisions due to inaccurate throughput
predictions. Fig. 1d shows that MinRTT+RI-based ABR over-
estimates the real chunk throughput by 2.3x at time 53. This
prediction error leads to selecting the highest bitrate chunk
(16 Mbps) and a severe rebuffering event lasting 3.4 sec-
onds. In comparison, after a 0.6-second rebuffering event at
time 35 due to a 41.2% overestimation, SP-based ABR quickly
switches to lower bitrates for subsequent chunks and success-
fully avoids future rebuffering. By time 70, with a sufficient
buffer accumulated, SP-based ABR resumes requesting the
highest bitrate (Fig. 1c). MinRTT+RI’s ABR algorithm shows
more prediction errors, averaging 30.3%, compared to SP.
This phenomenon is pervasive in our tested scenarios,

where total average path bandwidths fall below the top video
bitrate, although MinRTT+RI achieves 3.9% higher bitrate
than SP, it also increases the rebuffering time by 7.3%, result-
ing in reduced QoE (Fig. 10b). Additional results indicate that
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(c) A Case of SP-based ABR
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(d) A Case of MinRTT+RI-based ABR
Figure 1: Comparisons of multipath and single-path adaptive streaming performance in mobile networks.

MinRTT+RI is more prone to overestimating throughput than
SP, evidenced by its 18.2% greater overestimation error rate
at the 95th percentile (details omitted due to limited space).
2.3 Culprit: Overlooked Multipath Scheduling
Since ABR adopts the same throughput predictor for both
MinRTT+RI and SP, each should have equivalent chances of
prediction errors due to dynamic path bandwidth. Therefore,
the observed consistent overestimation in multipath trans-
mission mainly stems from its unique component: packet
scheduling, which is analyzed by the following formulation.
When transmitting chunk 𝑘 of size 𝑆𝑘 over 𝑁 paths, the

average bandwidth of the 𝑛-th path is denoted as 𝐵 (𝑛)
𝑘

. The
chunk transmission time𝐷𝑘 is derived from the longest trans-
mission times among all paths. Given that adaptive video
streaming uses a video chunk as the basic transmission unit,
all packets of an entire chunk must be received as a complete
HTTP response on the client side before being passed to
the video player. Hence, the chunk performance is primarily
determined by the assignment ratio of packets over different
paths (denoted as 𝛼 (𝑛)

𝑘
∈ [0, 1], satisfying ∑𝑁

𝑛=1 𝛼
(𝑛)
𝑘

= 1),
rather than the packet transmission order. Consequently, the
following equation holds for various packet schedulers:

𝐷𝑘 = max{𝛼 (1)
𝑘

𝑆𝑘/𝐵 (1)𝑘 , . . . , 𝛼
(𝑁 )
𝑘

𝑆𝑘/𝐵 (𝑁 )𝑘
} . (1)

The chunk’s throughput 𝐶𝑘 is 𝑆𝑘/𝐷𝑘 [27, 50], leading to:
𝐶𝑘 = min{𝐵 (1)

𝑘
/𝛼 (1)
𝑘

, . . . , 𝐵
(𝑁 )
𝑘
/𝛼 (𝑁 )
𝑘
} . (2)

Eq. 2 clearly illustrates the impact of the scheduling decision
on chunk throughput. Notably, even if the ABR algorithm pre-
cisely knows the bandwidth of all paths (𝐵 (𝑛)

𝑘
), it still cannot

accurately predict chunk throughput without information
on the packet assignment across paths, i.e., 𝛼 (𝑛)

𝑘
. Particularly,

over-assigning packets to paths with lower bandwidth will
result in diminished chunk throughput, causing the ABR
algorithm to potentially overestimate actual throughput.

In situations of fluctuating link bandwidth, the assignment
ratio of packets also varies for consecutive chunks. This is
because the packet scheduler frequently adjusts scheduling
decisions in response to the dynamic network environment.
As presented in Fig. 2a, MinRTT+RI’s assignment ratio on
the primary path (path 1) for each chunk undergoes signifi-
cant changes in the 60-second case. Specifically, at time 47,
the ratio suddenly increases from 0.65 to 0.98, attributed to a
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(b) MinRTT+RI with Path Assignment Ratio
Figure 2: The Case of MinRTT+RI-based ABR performing
with awareness of path assignment ratio.

sharp decline in the bandwidth of path 2 (Fig. 1b). However,
the ABR algorithm overlooks this change, persistently over-
estimating the real throughput, and eventually triggering
severe rebuffering at time 53 (the next chunk).

Multipath packet schedulers determine their decisions for
each chunk after the bitrate selection and thus are overlooked
by ABR algorithms. Indeed, adaptive streaming operates as
a prediction-based optimal control system [52, 95], whereas
multipath scheduling is a black box to its core control module
(ABR algorithms). This increases prediction uncertainties and
further results in control failures, i.e., inappropriate bitrate
decisions that significantly impact sessions’ QoE [57, 96].
2.4 Rescue: Incorporating Scheduling Information
The fundamental problem in multipath adaptive streaming
is that: Can the QoE be improved by considering scheduling
information in throughput prediction?
To answer this question, we introduced a new multipath

throughput predictor for MinRTT+RI-based ABR, employ-
ing Eq. 2 with complete knowledge of multipath scheduling.
The path bandwidth 𝐵 (𝑛)

𝑘
is predicted according to its receiv-

ing rate in past chunks (details in §3.3.2). While the actual
packet assignment ratio can be obtained from offline Min-
RTT+RI logs, it is unattainable online. Through replaying
the 60-second test in simulation (akin to [52]), results in
Fig. 2b demonstrate that the ABR algorithm informed of
multipath scheduling yields throughput predictions more
aligned with reality. Particularly at the 47-second mark, sens-
ing the scheduling change led to proactive throughput and
bitrate adjustments. As a result, this new approach reduced
rebuffering times to just 0.06s, enhancing the total QoE by
22.1% compared to the original MinRTT+RI-based ABR.
In summary, our analyses reveal that superior transport

performance does not necessarily translate to enhanced QoE
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for ABR algorithms. The root cause is that ABR algorithms
are blind to the impact of multipath scheduling on perceived
throughput, thereby leading to more prediction errors and
further severe QoE degradation due to incorrect bitrate deci-
sions. At a high level, adaptive streaming is uncoordinated
with multipath scheduling in dynamic mobile networks. Al-
though incorporating scheduling information into through-
put prediction can improve QoE, applying this insight to
the existing layered design is almost infeasible, prompting
us to consider cross-layer coordination between multipath
scheduling and ABR algorithms.

3 Chorus Design
We propose Chorus, a cross-layer framework that coordi-
nates multipath scheduling with ABR algorithms to optimize
QoE jointly. This section presents Chorus’s design goals and
challenges (§3.1), as well as an overview (§3.2) and detailed
design of the framework (§3.3 and §3.4).
3.1 Design Goals and Challenges
Chorus takes two necessary conditions for ABR algorithms
to optimize QoE as its goals: (i) ensuring appropriate bi-
trate selection and (ii) providing transport performance that
meets the needs of ABR algorithms. However, two unique
challenges in designing Chorus need to be addressed.
Challenge 1: How can ABR algorithms be assisted in ap-

propriate bitrate decisions under multipath scenarios? While
throughput prediction of ABR algorithms is vital for QoE op-
timization [50, 56, 79, 89, 90, 95, 100], multipath scheduling
complicates chunk throughput prediction, as presented in
§2.3. Notably, little work has been done to enhance multipath
throughput prediction for adaptive streaming, leaving a gap
in readily available solutions.

Solution: The transport mechanism determines the send-
ing rate, eventually affecting the application’s perceived
throughput [13, 50]. As previous works have proved that
mitigating this impact is feasible [82, 99], Chorus predeter-
mines the scheduling decision for the entire chunk before
transmission and informs ABR algorithms of this decision.
This coordination reduces uncertainty in multipath through-
put prediction. Chorus also considers bandwidth changes
on each path and thus achieves better predictions, which
directly assists ABR logic in making appropriate decisions.
Challenge 2: How to provide transport performance that

satisfies QoE requirements in mobile networks? As ABR algo-
rithms essentially make decisions that maximize predicted
QoE [52, 95], they achieve optimal performance only if the
transport layer guarantees the transmission time they ex-
pect. However, rapid changes in mobile networks during
the chunk transmission may invalidate Chorus’s previous
one-shot chunk-level scheduling, resulting in increased trans-
mission time and thus rebuffering events.

Video Player Web Server

Client Server

Control

Expected Time

Transport Layer Multipath
Scheduling

Feedback

Control

Control Loop 1 Control Loop 2

Scheduling Decision

Path Ratio

Bitrate Decision

Feedback

Figure 3: Chorus overview: two-way feedback control loops.

Solution: The difference in decision granularity between
application (chunk-level) and transport layers (packet-level)
provides an opportunity to correct the non-optimal decision
by utilizing the fine-grained nature of the transport layer. If
necessary, Chorus can reschedule and reinject packets during
transmitting each chunk to accommodate ABR algorithms
and address the previous decision error.
3.2 Chorus Overview
Chorus aims to optimize QoE for mobile multipath adaptive
streaming by coordinating the server transport layer (multi-
path scheduling) with the client application (ABR algorithm).

To achieve this goal, Chorus incorporates two-way feed-
back control loops, as illustrated in Fig. 3. By utilizing
the QOE_CONTROL_SIGNAL frame (QoE frame for short)
in MPQUIC [49, 98], Chorus facilitates a bidirectional ex-
change of information between the server and client across
different layers. As a result, both entities can collaboratively
work towards a unified goal: optimizing QoE. Specifically,
the client-side ABR algorithm predicts chunk throughput
based on the server’s pre-determined scheduling decision
(Path Ratio in Fig. 3). In turn, the server packet scheduler
adjusts its decision during chunk transmission in dynamic
conditions, to meet the expected transmission time of the
ABR algorithm (Expected Time in Fig. 3). Note that the two
control loops operate on different time grains.

Before Chunk Transmission

Coarse-grained Decisions (CD)

One-shot Scheduling (§3.3.1)

Throughput Prediction (§3.3.2)

Bitrate Selection

Path Ratio

Pred Throughput

During Chunk Transmission

Fine-grained Corrections (FC)

Sedate Rescheduling
(§3.4.1)

Expected-time-oriented
Reinjection (§3.4.2)

On Server

On Client

Figure 4: The submodules of Chorus’s CD&FC.

Chorus introduces a novel design called Coarse-grained
Decisions and Fine-grainedCorrections (CD&FC), which
is depicted in Fig. 4. The CD phase takes place before trans-
mitting a chunk, while the FC phase operates during the
chunk transmission. In the CD phase (§3.3), Chorus first
predetermines the scheduling decision of all packets in the
chunk, then predicts throughput for this chunk based on that
decision and selects the bitrate. Once the transmission of the
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chunk starts, Chorus enters the FC phase (§3.4) and corrects
the initial one-shot scheduling if it is non-optimal by Sedate
Rescheduling and Expected-time-oriented Reinjection.

Chorus is illustrated with two paths for convenience, but
not confined to any specific number of paths, which can be
easily extended to more paths (see §6).
3.3 Coarse-grained Decisions (CD)
In the CD phase, Chorus coordinates the SERVER with the
CLIENT to predetermine the chunk-level scheduling deci-
sion for bitrate selection. This process operates as follows:
(i) Informing Scheduling Decision: Periodically (every 200ms,
see §5.4), the SERVER sends a QoE frame to the CLIENT, en-
capsulating its latest scheduling decision, namely the path
assignment ratio (𝛼 in Eq. 3). (ii) Throughput Prediction: Using
the last received scheduling information, the CLIENT predicts
the next chunk’s multipath throughput, calculates the cor-
responding expected transmission time given the selected
bitrate and sends it to the SERVER via a QoE frame. This ex-
pected time is utilized in the subsequent FC phase (§3.4). (iii)
Bitrate Selection: The CLIENT feeds the ABR algorithm with
the predicted throughput to select the next chunk’s bitrate
and makes an HTTP request for the corresponding chunk
to the SERVER. (iv) One-shot Scheduling: Upon receiving the
CLIENT’s chunk request, the SERVER schedules packets of
the entire HTTP response (chunk), assigning them across all
paths at one time and then starting the chunk transmission.

Chorus’s server asynchronously informs the client of the
scheduling decision before it actually conducts the schedul-
ing. While this design saves an RTT for the client to proac-
tively inquire, it may introduce a bias between the client’s re-
ceived information and the server’s actual scheduling. How-
ever, evaluations in §5.3 confirm that this bias is negligible.

3.3.1 One-shot Packet Scheduling. In the CD phase, Chorus
first conducts one-shot packet scheduling on the server side
for the entire video chunk before transmission.

𝛼 =
𝐵𝑓

𝐵𝑓 + 𝐵𝑠
. (3)

Principle. The one-shot scheduling aims to achieve si-
multaneous completion on all paths, thereby minimizing
the total transmission time for each video chunk. Given
that the packet transmission order does not affect the chunk
performance (§2.3), it is only important to determine the
assignment ratio in Eq. 2. Specifically, Chorus assigns 𝛼 of
packets at the beginning and 1−𝛼 of packets at the ending of
a chunk to the fast and slow paths, respectively1. This assign-
ment is performed only once per chunk and is not limited by
CWND. Let 𝐵𝑓 and 𝐵𝑠 denote the average bandwidths of the

1In Chorus, the fast path refers to the path with higher bandwidth, not
lower RTT. Additionally, this assignment order is not necessary as long as
the assignment ratio 𝛼/(1 − 𝛼 ) is met; it just facilitates implementation.

fast and slow paths during chunk transmission, respectively.
It is evident that 𝐶𝑘 in Eq. 2 (as well as 𝐷𝑘 in Eq. 1) can be
optimized if and only if Eq. 3 is satisfied.
Practice. Chorus predicts 𝐵𝑓 and 𝐵𝑠 in Eq. 3 based on

information from congestion control algorithms (CCAs) in
the transport layer. For instance, BBR [13] maintains the
predicted bandwidth of each path, while for Cubic [31] and
other algorithms, the prediction can be calculated by divid-
ing CWND by the smoothed RTT. The predicted bandwidth
is further smoothed by EWMA to increase robustness. Addi-
tionally, to schedule packets of the entire chunk, Chorus is
aware of the spatial and temporal boundary of each chunk
(akin to [30]) using cross-layer APIs on the server side.

Note that Chorus does not expect this one-shot scheduling
to be perfect during the transmission of the entire chunk due
to possible network changes and invokes the subsequent FC
phase (§3.4) to correct it if necessary.

3.3.2 Throughput Prediction for ABR Algorithms. Based on
the one-shot scheduling decision information, Chorus aims
to provide better multipath throughput prediction for exist-
ing ABR algorithms on the client side.

Principle. Ideally, assuming that two paths complete the
transmission simultaneously, the predicted chunk through-
put 𝐶𝑘 is directly derived from Eq. 2 where Eq. 3 holds, cal-
culated as:

𝐶𝑘 =
�̂�𝑓

𝛼
=

�̂�𝑠

1 − 𝛼 , (4)

where �̂�𝑓 and �̂�𝑠 are predicted bandwidths of fast and slow
paths, respectively, and 𝛼 is given by the server’s QoE frames.

Practice: A simple yet effective predictor.Although Eq.
4 is straightforward, its accuracy highly relies on whether its
certain assumptions hold: (i) 𝛼 should be optimal to complete
the transmission on all paths simultaneously and (ii) �̂�𝑓 and
�̂�𝑠 should be accurate. However, as illustrated in §3.3.1, Cho-
rus does not guarantee assumption (i) holds under dynamic
conditions. Additionally, past works have pointed out that
the instant predicted bandwidth from the transport layer
(e.g., the sending rate used in one-shot scheduling) tends to
overestimate the link capacity and thus not suitable for di-
rectly used in the application decisions [13, 82, 90, 99], which
can invalidate assumption (ii).
To make it practical for ABR algorithms, Chorus relaxes

assumption (i) by using Eq. 2 to calculate predictions instead
of Eq. 4. In addition, Chorus uses the local receiving rate (𝑅𝐵)
of paths to predict their bandwidth rather than the server
sending rate, thereby getting closer to assumption (ii). These
factors are incorporated into the following equation:

𝐶𝑘 = min{
𝑅𝐵𝑓

𝛼
,
𝑅𝐵𝑠

1 − 𝛼 } , (5)

where 𝑅𝐵 𝑓 and 𝑅𝐵𝑠 are the receiving rate predictions of the
fast and slow paths, respectively. 𝑅𝐵 of a path is calculated
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by dividing the bytes of each downloaded chunk received on
that path by the chunk transmission time. Chorus uses the
harmonic mean (HM) of the past five samples of𝑅𝐵 to predict
𝑅𝐵, which is common in existing ABR algorithms [37, 95].
Although this prediction method2 is simple, effective, and
practical, we acknowledge that it is not a flawless solution
and discuss potential enhancements in §6.

Comparedwith other predictionmethods.To evaluate
the performance of our proposed predictor (denoted as Recv
Rate), we carried out a controlled emulation experiment (§5.1)
and compared it to four other methods. (i) HM : the harmonic
mean commonly used in single-path ABR algorithms [37, 95];
(ii) RobustHM: HM with error rate normalization proposed
in RobustMPC [95] to provide conservative predictions; (iii)
Send Rate: predicting throughput by Eq. 4 based on the latest
sending rate (informed by the server); (iv) Send Rate HM, the
HM-smoothed Send Rate. The results are shown in Fig. 5.
Fig. 5a shows that Recv Rate achieves the best average

QoE performance, with 11.3%∼58.5% improvements over oth-
ers. In Fig. 5b, although Recv Rate is the most accurate, it
only reduces 2.6% error rate compared to HM, while brings
significant increase (26.1%) in QoE. To investigate this obser-
vation, we further introduce the overestimation ratio, which
measures the chance of a predictor overestimating the ac-
tual chunk throughput. Fig. 5b shows that Recv Rate is more
conservative, with a lower overestimation ratio than other
predictors except for RobustHM.
To summarize, Recv Rate is accurate because it can de-

tect and timely react to underlying network or scheduling
changes on paths, evidenced by the case in Fig. 2b; it is also
relatively conservative because it relaxes assumption (i) in
Eq. 4. While previous works have been devoted to achiev-
ing absolutely accurate predictions in adaptive streaming
[50, 56, 79, 89, 90, 100], these results bring a novel insight:

Insight 1: Accurate but relatively conservative predic-
tions assist ABR algorithms in optimizing QoE under
dynamic conditions.
Conservative predictions help avoid severe rebuffering

events that significantly impact QoE [57, 96] under dynamic
networks. However, the comparison with RobustHM indi-
cates that being too conservative may miss the chance of
increasing bitrates, and thus not maximize QoE, which sug-
gests that the predictor should not sacrifice accuracy.
3.4 Fine-grained Corrections (FC)
During the transmission of each chunk, Chorus enters the FC
phase to cope with the possibility that the one-shot decision
made in the CD phase is non-optimal due to prediction error.

2In practice, when packets are barely assigned to the slow path and 𝑅𝐵𝑠 ≈ 0,
𝐶𝑘 may be abnormally small. To avoid this issue, the predicted throughput
can be further limited as𝐶𝑘 ≥ max{𝑅𝐵𝑓 , 𝑅𝐵𝑠 }, indicating Chorus can pro-
vide aggregated throughput no less than the best single path’s bandwidth.

In the FC phase, Chorus needs to provide adequate transport
performance by limited but effective corrections.
To this end, Chorus conducts two-stage corrections in the

FC phase, as illustrated in Fig. 6 and Alg. 1. The 1st stage
begins with the chunk transmission. In this stage, Chorus
aims to fully utilize the bandwidth of all paths under dynamic
conditions by the Sedate Rescheduling (§3.4.1, lines 2-9
in Alg. 1). When the transmission time exceeds a deadline
base on ABR logic’s expected time (lines 10-13 in Alg. 1),
Chorus enters the 2nd stage. During the last RTT of the chunk
transmission (when all packets are sent), Chorus conducts
the Expected-time-oriented Reinjection (§3.4.2, lines 14-
18 in Alg. 1) for inflight packets to accelerate the transmission
on the premise of minimizing traffic redundancy.
Our exhaustive evaluations in §5.3 show the designs of

Fine-grained Corrections assist Chorus in optimizing QoE
with infrequent rescheduling and limited reinjection.

3.4.1 1st stage: Sedate Rescheduling. The 1st-stage correc-
tion involves only Sedate Rescheduling, which is activated
by the following event: when one path has extra CWND
available to send more packets (i.e., no assigned but unsent
packets left), while another path still has unsent packets
beyond its current CWND (lines 2-5 in Alg. 1), indicating
that the total bandwidth is underutilized. In this case, Cho-
rus retrieves all unsent packets from the respective paths
and reschedules them based on the latest bandwidth. Cho-
rus recognizes that frequently adjusting scheduling decisions
is unnecessary when no CWND is available across all paths.
Therefore, Chorus refrains from immediate reactions to path-
specific network changes during chunk transmission.
Chorus conducts Sedate Rescheduling in the same way

as one-shot scheduling (§3.3.1), only with a difference in
calculating the new assignment ratio. This difference arises
from inflight packets on the path requiring one RTT to be ac-
knowledged. Consequently, Chorus must consider the path’s
RTT in rescheduling and calculate the assignment ratio 𝛼 by
solving the following equation:

𝛼𝑆𝑢

𝐵𝑓
+ 𝑅𝑇𝑇𝑓 =

(1 − 𝛼 )𝑆𝑢
𝐵𝑠

+ 𝑅𝑇𝑇𝑠 , (6)

where 𝑆𝑢 indicates the size of unsent data of the chunk, 𝑅𝑇𝑇𝑓
and 𝑅𝑇𝑇𝑠 are RTT of the fast (with higher bandwidth, not
shorter RTT) and slow paths, respectively. Note that the
fast and slow paths are re-identified according to the latest
bandwidth measure. Given 0 ≤ 𝛼 ≤ 1 , Eq. 6 is solved as:

𝛼 = 𝑐𝑙𝑖𝑝 [
𝐵𝑓

𝐵𝑓 + 𝐵𝑠
+
𝐵𝑓 ∗ 𝐵𝑠 ∗ (𝑅𝑇𝑇𝑠 − 𝑅𝑇𝑇𝑓 )

𝑆𝑢 ∗ (𝐵𝑓 + 𝐵𝑠 )
, 0, 1] , (7)

where 𝑐𝑙𝑖𝑝 [𝑥, 0, 1] means limiting 𝑥 to [0, 1]. In most cases,
Sedate Rescheduling will not be triggered frequently, with
only several or a dozen times in a chunk (§5.3). Note that if
the 𝑅𝑇𝑇𝑓 is much longer than 𝑅𝑇𝑇𝑠 or 𝑆𝑢 is too small, where
Eq. 6 has 𝛼 < 0 or 𝛼 > 1, two paths may not complete
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Figure 6: Timeline of Chorus during the Fine-
grained Corrections (FC) phase.

Algorithm 1: Two-stage Corrections in FC
Input : enable_renj: if enabling reinjection; �̂�𝑘 : player’s predicted

transmission time of chunk 𝑘 ; 𝑃𝑓 : the fast path; 𝑃𝑠 : the slow path;
𝑇𝑠 : the time when server receives the request

1 begin
// 1. Sedate Rescheduling in both the 1st and 2nd stages

2 𝑒𝑥𝑡𝑟𝑎_𝑐𝑤𝑛𝑑𝑓 ←− 𝑃𝑓 .cwnd − 𝑃𝑓 .inflight − 𝑃𝑓 .unsent
3 𝑒𝑥𝑡𝑟𝑎_𝑐𝑤𝑛𝑑𝑠 ←− 𝑃𝑠 .cwnd − 𝑃𝑠 .inflight − 𝑃𝑓 .unsent
4 𝑒𝑛𝑎𝑏𝑙𝑒_𝑟𝑒𝑠𝑐ℎ𝑒 ←− XOR (𝑒𝑥𝑡𝑟𝑎_𝑐𝑤𝑛𝑑𝑓 > 0 == True,

𝑒𝑥𝑡𝑟𝑎_𝑐𝑤𝑛𝑑𝑠 > 0 == True)
5 if 𝑒𝑛𝑎𝑏𝑙𝑒_𝑟𝑒𝑠𝑐ℎ𝑒 then
6 all_unsent_pkts←− retrieve_unsent_pkts (𝑃𝑓 , 𝑃𝑠 )

// calculate the ratio using Equation (7)

7 𝛼 ←− calc_resched_ratio (all_unsent_pkts, 𝑃𝑓 , 𝑃𝑠 )
8 sched_pkts (𝑃𝑓 , all_unsent_pkts, 𝛼 )
9 sched_pkts (𝑃𝑠 , all_unsent_pkts, 1 − 𝛼 )

// 2. Expected-time-oriented Reinjection in the 2nd stage

10 if enable_renj == False then
// calculate 𝐸𝑘 using Equation (10)

11 exp_time←− calc_exp_time (�̂�𝑘 , 𝑃𝑓 , 𝑃𝑠 )
12 if now () -𝑇𝑠 >= exp_time then
13 enable_renj←− True
14 if enable_renj == True then

// reinject inflight on another path if CWND allows

15 if !𝑃𝑓 .unsent then
16 reinject (𝑃𝑠 .inflight, 𝑃𝑓 )
17 if !𝑃𝑠 .unsent then
18 reinject (𝑃𝑓 .inflight, 𝑃𝑠 )

the transmission simultaneously. To cope with these cases,
Chorus further conducts reinjection in the 2nd stage.

3.4.2 2nd stage: Expected-time-oriented Reinjection. The 2nd-
stage correction involves Expected-time-oriented Reinjec-
tion to accelerate transmission in the last RTT, to meet the
needs of ABR algorithms. Recalling §2.1, the state-of-the-
art ABR logic can be formulated by the following equation
[52, 95]:

𝑅𝑘 = argmax
𝑟𝑚 ,1≤𝑚≤𝑀

𝐾∑︁
𝑘=1

ˆ𝑄𝑜𝐸 (𝑅𝑘 |𝑟𝑚 ), (8)

where 𝐾 denotes total number of chunks in a session, 𝑀
denotes total number of bitrate levels, 𝑟𝑚 denotes the bitrate
of level𝑚, and 𝑅𝑘 |𝑟𝑚 indicate selecting bitrate 𝑟𝑚 for chunk
𝑘 . Considering Eq. 11, the predicted QoE ( ˆ𝑄𝑜𝐸) is as follows:

ˆ𝑄𝑜𝐸 (𝑅𝑘 ) = 𝑅𝑘 − max(𝜇 (�̂�𝑘 − 𝐿𝑘 ), 0) − 𝜆 |𝑅𝑘 − 𝑅𝑘−1 |, (9)

where 𝑘 ≥ 2, �̂�𝑘 is the predicted transmission time, 𝐿𝑘 is the
buffer level when requesting chunk 𝑘 , and the middle item
indicates rebuffering time. Eq. 8 and Eq. 9 indicate that ABR

logic essentially relies on predicted transmission time. There-
fore, ABR algorithms need transmission time not to exceed
their expectations as a necessary condition to optimize QoE.
This observation further leads to the following insight:

Insight 2: Controlling reinjection based on the ex-
pected time of ABR algorithms is an essential way to
optimize QoE for adaptive streaming.
Previous works control reinjection based on various fac-

tors, such as probability [66], specific threshold [30], confi-
dence interval [42], or player’s buffer level [98]. In contrast,
Chorus conducts Expected-time-oriented Reinjection, which
is effective and directly satisfies QoE requirements of ABR
algorithms. Specifically, Chorus’s server sets a deadline (𝐸𝑘 )
during the FC phase based on the expected time, calculated
as:

𝐸𝑘 = 𝛽 ∗ �̂�𝑘 − (𝛼 ∗ 𝑅𝑇𝑇𝑓 + (1 − 𝛼 ) ∗ 𝑅𝑇𝑇𝑠 ) , (10)

where 𝛽 is an adjustment parameter that is set to 0.9 (see
§5.4), and the last item indicates the average RTT between
the client and the server. Recalling that �̂�𝑘 is given by the
client via a QoE frame before requesting chunk 𝑘 (§3.3).

During transmitting each chunk, Chorus records the trans-
mission time on the server side and checks if it exceeds 𝐸𝑘 . If
so, Chorus enters the 2nd stage and reinjects inflight packets
in the last RTT of the transmission, by checking if all packets
are sent and at least one path has available CWND.

4 Implementation and Deployment
Chorus is implemented with ∼1000 lines of C code based
on the multipath version of XQUIC [2], a user-space QUIC
library. As the bottleneck in mobile networks typically oc-
curs in the last mile [30, 42, 54, 98], multiple paths usually do
not share the same bottleneck link. Therefore, Chorus uses
decoupled CCA for each path, following [30, 32, 98]. Specif-
ically, Chorus employs Cubic [31] (with slow-start-restart
disabled [8, 52]), the default CCA of the Linux kernel. The
choice of CCA is discussed in §5.4.
Emulation testbed. To evaluate Chorus in emulation,

we build a testbed including a simple server application and
a virtual client video player based on XQUIC [2]. Since our
focus is solely on network conditions and the requesting
behavior of video streaming in the emulation, we implement
the ABR logic and the chunk request logic (as in dash.js [69])
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but leave out the actual decoding and rendering process. We
use Mahimahi [58] and its multipath version mpshell [55] to
replay the traces collected in mobile networks (§5.1).
Deployment in the real world. We build a real-world

platform to evaluate Chorus in the wild mobile Internet, in-
cluding both the server and the mobile client player. Since
Chorus is based on user space QUIC protocol, it is easy to
integrate into applications. The server runs Tengine Web
Server [73] with Chorus deployed (with only 49 lines mod-
ification of C Code), hosting video chunks. For the client,
Chorus is integrated into MediaPlayer-Extended [16], an An-
droid DASH [39] video player. MediaPlayer-Extended uses
the OkHttp library (TCP-based) for HTTP requests, which
is seamlessly replaced by TekiXquic [93], an XQUIC-based
HTTP library. As per [32, 46], the WiFi link is selected as the
primary path by default in Android. Finally, one 4G and two
5G Android smartphones are used to run the player APP.

5 Evaluation
This section thoroughly evaluates Chorus in both emulation
and real-world mobile Internet.
5.1 Setup
Video sources. Big Buck Bunny [12] is used as the source
video to evaluate various algorithms in both emulation and
real-worldmobile Internet. Following YouTube recommended
encoding settings [68], the video is encoded at bitrates [1, 2.5,
5, 8, 16] Mbps with H.264/MPEG-4 codec by FFmpeg [24],
corresponding to resolutions [360p, 480p, 720p, 1080p, 1440p
(2K)]. At each bitrate level, the video is split into 4-second
duration chunks by Bento4 [5]. Other videos, including Ele-
phants Dream [21] and Sintel [75], are also evaluated in §5.4.
The standard deviation of the highest bitrate chunk sizes of
these three videos is 2756, 4276, and 3597 (KB), respectively.

Baselines. Since Chorus can be used with any ABR algo-
rithms with throughput prediction, the representative one
named MPC [95] is chosen, which uses harmonic mean (HM)
as the predictor3. MPC is implemented in both the emulation
testbed and the real-world video system (§4). Four QUIC-
based transport schemes for MPC are considered as base-
lines, including three multipath schemes and one single-path
scheme: (i) MinRTT [66]: is the basic scheduler in MPQUIC,
which selects the path with the shortest RTT. (ii) XLINK [98]:
is the state-of-the-art QoE-driven MPQUIC scheduler, which
utilizes MinRTT in scheduling and controlling reinjection
based on the player’s buffer level. (iii) MinRTT+RI : repre-
sents the best transport performance of MinRTT and XLINK
by conducting unlimited reinjection in the last RTT. (iv) SP :
is the single path QUIC. We implemented XLINK using its

3Other predictors have also been evaluated (results omitted due to limited
space). The sum of paths’ receiving rate for multipath schemes yields similar
QoE to HM, while RobustHM performs worse than HM for all baselines.

original codes and set its double thresholds for the player’s
buffer level according to the recommendations in XLINK’s
paper, i.e., (95, 80) percentile of the buffer level distribution,
which corresponds to (0.2s, 3.7s) in our case. Note that the
only difference between MinRTT, XLINK, and MinRTT+RI
is reinjection. Other mechanisms of XLINK are enabled as
default for all these multipath baselines.
Performance metrics. Following [1, 34, 52, 95], we use

the typical form in evaluating the QoE of video streaming,
defined as the following equation:

𝑄𝑜𝐸 =

𝐾∑︁
𝑘=1

𝑅𝑘 − 𝜇

𝐾∑︁
𝑘=1

𝑇𝑘 − 𝜆

𝐾−1∑︁
𝑘=1
|𝑅𝑘+1 − 𝑅𝑘 | , (11)

where the three items represent video quality, rebuffering
time (𝑇𝑘 , in second), and smoothness of quality switch in a
session, respectively. 𝐾 is the total number of chunks in that
session, and 𝑅𝑘 is the bitrate (in Mbps) of chunk 𝑘 . 𝜇 and 𝜆
are coefficients, set to the highest bitrate (16 in our case) and
1.0, respectively, following previous works [1, 34, 52]. In our
emulation, the upper-bound session QoE is 1328, indicating
83 chunks transmitted at 16 Mbps with zero rebuffering.

Network traces.We collected 52 traces by saturatr [86] in
mobile networks, including 47 cellular and 5WiFi traces, with
the average bandwidth matching the bitrate range of 1∼16
Mbps to ensure non-trivial bitrate selection [52]. Half of the
traces were collected in stationary scenarios (e.g., outdoors,
at home, or in the office), while others were collected during
movement (e.g., walking, driving a car, or on high-speed
rails). Each trace’s uplink and downlink bandwidth were
recorded, as well as the RTT and loss rate (via ping).

When replaying these traces in the emulation testbed (§4),
we set the RTT and loss rate of a link (including uplink and
downlink) according to its original records and set the buffer
size of the link as 3×BDP. Other buffer settings are evaluated
in §5.4. We randomly select two traces from the 52 available
to create a combination of two paths, resulting in 26 tests,
each containing a 5-minute video session. For SP, we take its
higher QoE on the two paths as its performance. Fig. 7 depicts
the individual and total downlink bandwidth of paths in each
test. In 10 out of 26 tests, the total bandwidth of paths cannot
support delivering video at the constant highest bitrate.
5.2 Trace-driven Evaluation
We begin by evaluating howChorus performs in assisting the
existing ABR logic compared to baselines in the emulation.
QoE performance. The QoE of Chorus and baseline

schemes in the emulation are shown in Fig. 8a. Results demon-
strate that Chorus successfully assists MPC in optimizing
QoE. Compared to XLINK, MinRTT+RI, MinRTT and SP,
Chorus improves the average QoE by 23.5%, 21.1%, 247.3%
and 93%, respectively. In particular, Chorus achieves QoE
improvement with respect to XLINK in 73.1% of all sessions
(not shown due to space limitation). Regarding underlying
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QoE metrics, Chorus delivers 0.9%∼9.27% higher bitrates
than other multipath schemes and 25.6% more than SP on
average. Meanwhile, Chorus reduces the average rebuffering
time by 19.5%∼55.7% compared to all baselines.
Prediction performance. Fig. 8b investigates Chorus’s

prediction performance. As shown, Chorus provides themost
accurate predictions of all multipath schemes, with the low-
est overestimation ratio. These results are consistent with
the insight in designing Chorus (§3.3.2) and suggest that
Chorus enhances multipath throughput predictions for the
ABR algorithm, accounting for the lowest rebuffering time
and highest overall QoE. This observation demonstrates that
Chorus has successfully realized its first goal of ensuring ap-
propriate bitrate selection for ABR algorithms.
Transport performance. Even though Chorus targets

adequate rather than optimal transport performance, Fig.
8c shows that Chorus achieves the same transport perfor-
mance as MinRTT+RI, which is the upper bound of XLINK
and MinRTT’s performance. Compared to XLINK, Chorus
slightly improves throughput (3.7%) and effectively reduces
the loss rate (17.4%) with fewer reinjection packets. These
improvements are mainly attributed to Chorus’s out-of-order
sending for in-order arrival scheduling, showing that Chorus
has reached its second goal of satisfying the needs of ABR logic.

Reinjection control. Chorus’ innovative reinjection con-
trol and that of the state-of-the-art scheme XLINK are evalu-
ated, as shown in Fig. 8c. Chorus reinjects 28.6% and 76.6%
fewer packets while improving QoE over XLINK and Min-
RTT+RI, respectively. Fig. 9 further illustrates that Chorus
significantly reduces the reinjection ratio at the tail, with a

34.1% and a 59.1% reduction at the 95th and 99th percentile
relative to XLINK, respectively. These results suggest that
Chorus’s expected-time-oriented scheme is more effective than
XLINK’s buffer-based scheme in adaptive streaming.
Behavior under the weak scenario. Fig. 10a demon-

strates the superiority of Chorus over baselines in the weak
scenario4, the same as that of the case study in Fig. 1. Specif-
ically, Chorus predicts throughput quite accurately in times-
lots 42-80, with only a 9.6% average error rate. Benefiting
from this, Chorus successfully avoids rebuffering events and
achieves the highest QoE with an 8.68% and 36.9% improve-
ment over SP and MinRTT+RI, respectively. In fact, in the 10
tests where two paths’ total average bandwidth is below the
highest bitrate (Fig. 7), Chorus outperforms all baselines in
bitrate, rebuffering time, and prediction error rate (Fig. 10b).
5.3 Chorus Deep Dive
In this part, controlled experiments are conducted to assess
how individual designs of Chorus affect performance.

Ablation study of FC.We evaluate the impact of Chorus’
FC phase including Sedate Rescheduling (RS) and Expected-
time-oriented Reinjection (RI-E), using Unlimited reinjection
(RI-U) for reference. Results in Fig. 11a show that the complete
FC design (RS + RI-E) is vital for Chorus to optimize QoE in
mobile networks. Specifically, disabling RS and RI-E reduces
QoE by 65.2% and 34.4%, respectively. When FC is completely
disabled (No FC), QoE nearly drops to 0 due to significant
rebuffering. Similar trends appear in other metrics, such as
chunk throughput (Fig. 11b), bitrate, rebuffering time, and

4XLINK achieves lower QoE than MinRTT+RI in this scenario, not shown.
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error rate. In addition, RI-E achieves comparable QoE per-
formance to RI-U (within 2% difference), with 59.5%∼62.5%
fewer reinjected packets, highlighting the efficiency of Cho-
rus’s reinjection control.

Asynchronous scheduling bias. In the CD phase, Cho-
rus’s server informs the client before its one-shot scheduling,
potentially introducing bias due to network dynamics. Fig.
12 evaluates this, showing the relative change rate of the
path ratio between the client-received information and the
server’s eventual scheduling decision. The results indicate
that this bias is negligible, with a mean of 0.6% and a median
of merely 0.1%. For 85.6% of the chunks, the bias is under 1%.
Rescheduling frequency. Chorus conducts reschedul-

ing only when necessary. Fig. 13 shows that rescheduling is
infrequent, even under varying bandwidths (our collected
traces), with a mean and median value of 9.3 and 5, respec-
tively. The count is less than 20 in 90.1% chunks. Additional
results under fixed bandwidth (3 different bandwidth combi-
nations and 3 different RTT combinations, generating 9 tests)
suggest that rescheduling is mainly (about 60%) caused by
inaccurate bandwidth predictions of the CCA (Cubic), which
is further discussed in §5.4.
Path ratio in prediction. To investigate the effect of

scheduling information (i.e., path ratio) onmultipath through-
put prediction, we evaluate Chorus using an alternative pre-
dictor that simply sums the receiving rates of the two paths,
representing the aggregated bandwidth. The results (omit-
ted) indicate that the path ratio information is necessary for
achieving better throughput prediction. Specifically, Cho-
rus’s original predictor outperforms the alternative one by
achieving 11.6% higher QoE, with similar bitrates (within 1%
difference) and 19.8% lower rebuffering time.

Computational overhead. Chorus is a lightweight user-
apace framework, introducing negligible computational over-
head when integrated into mobile applications. Tests on a
Ubuntu 14.04 virtual machine show that Chorus server’s av-
erage processing time for each chunk is 172ms, accounting
for only 4.5% of the average chunk transmission time (3.9s),
as presented in Fig. 14. Additionally, within the total process-
ing time per chunk, approximately 40.8% is spent on packet
transmission, including activities like interacting with the
application and invoking the kernel UDP socket APIs.
5.4 Sensitivity Analysis
We in this part test the sensitivity of Chorus performance to
different experimental environments and parameter settings.

Link buffer size.We utilized a 3xBDP link buffer in our
main emulation evaluations (§5.2 and §5.3). Here, we further
evaluated Chorus using a range of buffer sizes, spanning
from shallow (1xBDP) to deep (10xBDP). The results in Fig.
15a show that the QoE performance of all schemes degrades
under a 1xBDP buffer, but stabilizes as the buffer size exceeds

2xBDP. Notably, the buffer size does not impact the relative
performance difference between these schemes. Specifically,
even compared to XLINK’s optimal performance (5xBDP),
Chorus still achieves a 15.3% improvement in QoE. These
results substantiate the consistent performance advantage
of Chorus across different buffer sizes.
Congestion control algorithm (CCA). We observed

that when paired with BBR, Chorus consistently performs
worse than with Cubic (when the link buffer size is larger
than 2xBDP), exhibiting a QoE degradation of 6.4% to 11.2%,
as illustrated in Fig. 15. The root cause is that multipath
scheduling confuses BBR’s app_limited check logic [14], re-
sulting in inaccurate link bandwidth prediction. In contrast,
other MinRTT-based baselines rely solely on RTT, without
incorporating BBR’s prediction. As a result, their perfor-
mance remains similar regardless of whether Cubic or BBR
is used as the CCA when the link buffer size exceeds 2xBDP.
While using alternative CCAs such as Copa [3] for Chorus
may yield better performance, exploring these options falls
beyond the scope of this paper.
Source video. We include two additional open-source

videos used in previous studies [50, 63, 80] for comparison:
Elephants Dreams (ED) [21] and Sintel [75]. These videos are
encoded in the same way as BBB but have different chunk
size distributions (§5.1). Fig. 16 shows that BBB and ED yield
similar results, while all schemes exhibit a 5.2%∼13.2% lower
QoE under Sintel. However, the relative performance be-
tween all schemes remains consistent across different videos.

Reinjection control parameter 𝛽 . A smaller value of 𝛽
in Eq. 10 leads to Chorus reinjecting packets earlier during
transmitting the chunk, which increases the number of rein-
jected packets. We evaluate Chorus using various values of
𝛽 , ranging from 0 to 1.2, as depicted in Fig. 17. Here, 𝛽 = 0
corresponds to RS + RI-U in Fig. 11a. It can be seen that
as 𝛽 increases from 0 to 0.9, the reinjection ratio steadily
decreases, while the QoE performance remains relatively
stable (within 2.7% difference). However, once 𝛽 exceeds 1.0,
indicating that Chorus reinjects after the chunk transmis-
sion time surpasses the expected time, the QoE performance
experiences a rapid decline. Consequently, a suitable choice
for Chorus to strike a balance between QoE improvement
and reinjection cost is 𝛽 = 0.9.
QoE frame sending period. To determine the optimal

period that Chorus server sends QoE frame, we test a range
of values in [10, 20, 50, 100, 200, 500, 1000, 2000, 3000, 4000,
6000]ms. Fig. 18 presents the QoE performance of different
period settings. When the period is less than 100ms, QoE
frames are sent too frequently. This excessive frequency
can slightly disrupt chunk transmission and reduce QoE by
2.6%∼6.9%. Specifically, given that the average chunk trans-
mission time of Chorus in the emulation is 3.9s, a 10ms
period will introduce an average of 390 QoE frames during
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transmitting each chunk. On the other hand, infrequent send-
ing of QoE frames (period greater than 2000ms) can lead to
inaccurate throughput prediction on the client and further
decrease QoE by 2.5%∼14.6%. Therefore, a period of 200ms to
1000ms is most appropriate. We choose 200ms as the period
for Chorus, in case of sudden network changes.
5.5 Real-world Evaluation
We finally evaluate Chorus on real-world mobile Internet.

Methodology.We conducted tests in three scenarios, cat-
egorized by the average bandwidth of the WiFi and cellu-
lar links: (i) Strong Scenario, where the WiFi link’s average
bandwidth surpasses the top bitrate (i.e., 16 Mbps), and all
considered schemes should be able to persistently select the
highest bitrate after the start-up phase. (ii) Medium Scenario,
where the WiFi link’s bandwidth is lower than the highest
bitrate, but the cellular link’s bandwidth is adequate. This
common real-world situation [32] highlights the advantage
of multipath schemes over SP. (iii) Weak Scenario, where
the aggregated bandwidth of both links is below the video’s
highest bitrate. This scenario often occurs with mobility or
weak wireless signal strength, thus exhibiting a high dy-
namic range of bandwidth, and is regarded as the heavy tail
of real-world mobile Internet [50, 90, 96].
Since MinRTT performs the worst and MinRTT+RI per-

forms similarly to XLINK (within 2% difference) in our em-
ulation (§5.2), we only compared Chorus with the SP and
XLINK for the convenience of collecting the dataset in the
real world. For every scenario, three schemes underwent
12 tests. Half of the tests were conducted while stationary
and the other half while walking. During the walking tests,
handovers may occur between WiFi access points or cellular
base stations. We considered various types of wireless links,
including 2.4GHz/5GHz WiFi (WiFi 4, WiFi 5, or WiFi 6) and
4G/5G cellular. Although these experiments are inherently
unrepeatable, we ran tests for each scenario several times un-
der identical conditions and timings, striving to minimize the
influence of uncontrollable factors. In total, we collected 108
real-world mobile sessions, each spanning 5 minutes. The
average chunk throughput of all schemes under the three
scenarios is 68.4 Mbps, 43.1 Mbps, and 5.5 Mbps, respectively.
Overall performance. Fig. 19 displays the overall per-

formance of all considered schemes across all scenarios in
real-world mobile Internet (with 95% confidence). The main

observations align with the results of the emulation (§5.2).
Compared to XLINK and SP, Chorus improves the total QoE
by 65.7% and 114.4% on average, respectively. Specifically,
Chorus achieves a similar bitrate sum with XLINK (18.8%
higher than SP) and the lowest rebuffering time (48.6% and
39.2% reduction over XLINK and SP, respectively). Fig. 19b
further shows that Chorus performs well in almost all tests.

Performance breakdown. A closer inspection of the re-
sults reveals that Chorus’s main improvement in QoE comes
from the weak scenario, as illustrated in Fig. 20. In both
strong andmedium scenarios, Chorus parallels XLINK’s near-
optimal QoE. Specifically, Chorus experiences no rebuffering
after the first chunk and has the shortest total rebuffering
time. Although SP maintains the highest bitrate selection
when stationary in the strong scenario, its QoE decreases
during mobility or in the medium scenario. Conversely, mul-
tipath schemes can leverage an extra link to maintain the
highest video quality. In the weak scenario, Chorus notably
outperforms XLINK and SP by reducing the rebuffering time
by 48.1% and 33.7% on average, respectively. As seen in the
emulation findings (§5.2), these gains stem from Chorus’s
enhanced throughput prediction and expected-time-oriented
transport performance while minimizing costs.

Performance in the weak scenario. The results in weak
scenarios are illustrated in Fig. 21. Note that due to high re-
buffering time, all schemes present an average negative QoE.
In most tests, XLINK performs the worst (Fig. 21a). Although
SP performs well in several tests, its performance is quite
unstable, sometimes hardly completing the test. In contrast,
Chorus provides the most stable performance in the worst cases
and achieves the best QoE on average. Fig. 21b further presents
that Chorus outperforms XLINK on transport performance,
in terms of average chunk throughput (6.9% increase), loss
rate (55.6% decrease), and reinjection ratio (10.7% decrease).
The performance issues of XLINK-based ABR originate from
two primary factors. First, XLINK introduces additional un-
certainty in chunk throughput prediction, leading to inap-
propriate (excessively high) bitrate selection, as analyzed in
§2.3. Second, XLINK lacks a comprehensive understanding
of the essential QoE requirements for adaptive streaming,
resulting in an inability to meet them while balancing costs.
These results demonstrate that Chorus excels in optimizing
the QoE of the mobile Internet, especially in the heavy tail.
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6 Limitations and Discussion
Better throughput prediction. While Chorus achieves
outstanding QoE based on a simple predictor, its accuracy
could be further improved by data-driven methods, as done
in single-path streaming [50, 56, 79, 90]. To achieve relatively
conservative predictions, we can consider the overestimation
ratio in the loss function. This is left as future work.

Combined with other ABR algorithms.We evaluated
Chorus with MPC [95] because it is well studied [1, 27, 50,
79, 90], widely applied [18, 45, 62, 78], and easy to deploy.
Nonetheless, given that most latest ABR algorithms in VoD
rely on throughput predictions in both academic research [50,
56, 90] and industry [1, 51, 76], Chorus can be combined with
any of them as a general framework. Furthermore, Chorus’s
design also suits other HAS-based video applications, such as
live video [45, 78], 360° video [18, 62], and volumetric video
[47], by interacting with their ABR algorithms.

Other QoE metrics. Following previous works, we used
the linear QoE definition proposed in MPC [95] because it
directly corresponds to the ABR bitrate selection. Neverthe-
less, studies on QoE assessment have developed other QoE
metrics to more precisely model the subjective or objective
video quality and user perception, such as PSNR, SSIM [85],
VMAF [44], and ITU-T Rec. P.1203/1204 [64, 67]. As research
in this field is ongoing, we will investigate which metrics can
aid Chorus in enhancing real user satisfaction in the future.

Reducing cellular usage.One concern of applying multi-
path transmission is cellular data consumption. In fact, Cho-
rus is flexible enough to adapt to user preferences regarding
data usage. In the CD phase, Chorus can limit cellular usage
by assigning more packets (adjusting 𝛼 in Eq. 3) on the WiFi
link; in the FC phase, Chorus can reinject fewer packets on
the cellular link, e.g., with a probability less than one.

Extension to multiple paths. Chorus is inherently scal-
able to handle multiple paths. In scenarios with more than
two paths, Chorus can maintain and periodically update a
list of all available paths, ranking them based on the latest
bandwidth. Packet scheduling (assignment ratio) is then dy-
namically adjusted, ensuring optimal utilization of each path.
For packet reinjection, Chorus chooses the available path
(other than the packet’s original path) with the shortest RTT.
7 Related Work
Numerous works have explored multipath video streaming.
However, only a few are related to our work due to the vast

design space encompassing multipath and video streaming.
Many focus on multi-source video [11, 15] or non-transport
layer multipath [4, 60, 61]. Other MPTCP/MPQUIC-based
works either do not target HTTP-based adaptive streaming
[17, 20, 59, 88, 98, 101], or concentrate on video coding [22,
92] or multipath congestion control [97].

DEMS [30], ECF [46], MP-DASH [32], and PERM [28] are
most relevant to our work. However, DEMS and ECF solely
optimize the packet scheduler without coordinating ABR
logic. MP-DASH and PERM aim to maintain rather than opti-
mize QoE while reducing cellular usage through cross-layer
design, but their results do not include QoE improvements
over MinRTT. In detail, MP-DASH primarily uses the WiFi
link (not necessarily the best single path) for transmission,
enabling multipath only when long transmission times are
predicted. PERM employs a deep reinforcement learning
model as its client-side scheduler and ABR algorithm, which
suffers from delayed reactions to network changes [61] and
limited computational capacity of mobile devices [94], mak-
ing it challenging to deploy in practical systems.

8 Conclusion
Most previous studies on mobile multipath transmission aim
to optimize transport performance. However, this optimiza-
tion does not necessarily induce better QoE for adaptive
streaming. The root cause is that adaptive streaming is unco-
ordinated with multipath scheduling. To this end, this paper
proposes Chorus, a cross-layer coordination framework for
multipath scheduling and ABR algorithms to optimize QoE
jointly. Chorus incorporates two-way feedback control loops
and introduces Coarse-grained Decisions and Fine-grained
Corrections (CD&FC). In this way, Chorus ensures appropri-
ate bitrate selection and expected-time-oriented transport
performance for multipath adaptive streaming. Chorus is de-
signed with fewer assumptions and is practical to deploy in
mobile applications. Evaluations in emulation and real-world
mobile Internet demonstrate Chorus’s consistent superiority
in optimizing QoE, especially in the heavy tail.
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