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' Background: Content Delivery Network (CDN)

« CDNs support emerging mobile short video services.
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CDN’s goal is to optimize performance for serving applications by scheduling.



ll' Performance Metrics: QoE # QoS

« Users care Quality of Experience (QoE)
« Startup delay, stall, bitrate selection, etc. in playback
« CDNs monitor Quality of Service (QoS)

 RTT, loss rate, throughput, etc. in network stack
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Core Problem: QoS and QoE are mismatched.



' Motivation: Bridge the QoS-QoE Gap

« CDN cannot observe QoE directly.

« CDN's efforts to improve QoE cannot always take effects.
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Goal: Construct QoS-QoE mappings for scheduling to achieve better QoE



' Complex QoS-QoE Relationship

« Q: Can we simply use a supervised model to predict QoE from QoS?
* A: Data-driven prediction model requires complex scenario features as input.

« Scenario features have strong correlation with QoE.
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metrics and scenario features.

Design challenge: Complex scenario features reduce interpretability.



]| Core Idea: From modeling to clustering
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]| Step 1: Uncovering Individual Patterns via QED

« Observation: QoE metrics are strongly related to one corresponding QoS
metrics.

* Quasi Experimental Design (QED): Construct univariate functions under
different scenarios.

QoE; = f(QoS;|scenarios)
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Key result: 1,800+ visualized patterns under corresponding scenarios.



' Step 2: Summarizing Scenarios with Clustering
« K-Medoids clustering with Dynamic Time Warping (DTW) distance.

* Observation:
1. Approximately linear QoE-QoS mapping when resources are abundant.

2. Non-linear and complex QoE-Q;)S mapping whe? resources are sc¢arce.
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Implication for Scheduling

* Insight 1: Performance differentiated node utilization strategies.

« Maximize utilizing efficiency for high-performance nodes.

* Insight 2: Time differentiated scheduling strategies.

« Maximize QoE for users.
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Plateau shaped QoS-QoE mapping pattern. Throughput distribution at different times.



]| Step 3: QoE-Aware CDN Scheduling

« CDN scheduling is an optimization problem to find the scheduling strategy X.

Cost function D;; is predicted
QoE, instead of QoS.
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]| Evaluation: Clustering-based Prediction

* Real-world collected Dataset:
* QoE: startup delay, stall count
* QoS: RTT, loss rate, throughput

« Baseline: XGBoost
* Prediction error: 5.5% V
« Clustering-based method is more interpretable.
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Evaluation: QoE-aware Scheduling

» Testbed: a simulation environment for CDN traffic scheduling
» Baseline: QoS-based scheduling
* |deal: accurate QoE-aware scheduling (Optimal)

» QoE-aware scheduling achieves 9.9% QoE A

» under comparable QoS supplement.

1.1

Lo I Baseline R Pred ®=m Ideal X Baseline ©E€ Pred MW I|deal
'g 1.0
o ol ©
g D g
% 0.9 ﬁ % 0.9 -
=2 D =

-
0.8 - 0.8 -
Startup Delay Stall Count Thrpt Conn Retran

Normalized QoE punishment. Normalized QoS punishment.




Summary

* Observation: QoE and QoS are mismatched, and relationships are complex.

» The mapping patterns are varied among different scenarios.

« Solution: a clustering-based prediction framework.

» Accurately predicting the QoE performance from QoS metrics under different scenarios
with interpretability.

* Impact: QoE-aware CDN scheduling

» Providing additional QoE improvement under comparable QoS supplement.
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Thanks!

Q&A

For any further questions, please contact:
Chuanqing Lin (ICT, CAS)
linchuanqing20b@ict.ac.cn



Appendix:
Resource Scarcity is the Key Differentiator

 Transition points widely exist.
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« Potential factors: user-side bit rate adaption strategies.
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